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1.0 Introduction TC "1.0 Background" \f C \l "1" :  The High-resolution Precipitation Estimator (HPE) will provide approximately 1km x 1km rain rate and 1-hour rainfall amount mosaics every 5 minutes over part of a ¼ Hydrologic Rainfall Analysis Project (HRAP) grid covering a Weather Forecast Office’s (WFO’s) (or River Forecast Center’s (RFC’s)) area of responsibility in standard AWIPS NetCDF format.  These gridded datasets can then be used by the Flash Flood Monitoring and Prediction Advanced (FFMP-A) system.  This is HPE’s primary purpose in AWIPS Build OB8.3.   
HPE is an entirely separate program from the Multi-sensor Precipitation Estimator (MPE) and will not replace it.  HPE uses different data, produces different output grids more frequently and at higher resolution, and runs with little user interaction.

The only direct connections between HPE and MPE are that 1) the mean field (or local) bias per radar determined by MPE field generator is the same bias correction value used by HPE and 2) the area covered by the MPE is the same as by HPE.

2.0 Configuration TC "2.0 Configuration" \f C \l "1" :

2.1  Tokens TC "2.1  Tokens" \f C \l "2" :  Appendix A lists all the HPE tokens within the .Apps_defaults file under the /awips/hydroapps directory.  Several of these more readily control HPE’s behavior and are listed below.  These have been given reasonable default values but can be changed if necessary.  The following tokens can be reconfigured if needed (as user oper):

- Products to be generated:

hpe_generate_list      :  DHRMOSAIC,BDHRMOSAIC,ERMOSAIC,EBMOSAIC
This token lists the products (or mosaics) to produce. The default is to produce two non-biased mosaics and two mosaics with bias-correction. The list can be trimmed to only produce what the site wants.  The DHR and BDHR mosaics are for rain-rate (without and with bias-correction) and the ER and EB mosaic products are the precipitation accumulation products (without and with bias-correction)
- Product formats to be saved:

dhrmosaic_save_grib     
:  save   (Default value.  To not save, change to nosave)
bdhrmosaic_save_grib    
:  save

ermosaic_save_grib      
:  save

ebmosaic_save_grib      
:  save

At present, sites should only save the grib formats of the products.  Each of the products can also be saved in gif and netcdf, but at present, no application will be using them and the gif format may not necessarily be produced due to background image issues.  In addition, saving products in additional formats may cause storage problems.
- Radar data windows: 

dhr_window              : 15

dsp_window              : 15

These tokens specify the data time windows in minutes HPE should use to look for  Digital Hybrid-scan Reflectivity (DHR) and Digital Storm-total Precipitation (DSP) radar products when creating the mosaics during its run time.  Testing has indicated that these values work well. 

- ‘Storm-total’ accumulation duration:
dsp_duration              : 60

This token is the length of time of the accumulation products.  The default value of 60 minutes will produce 1-hour rainfall mosaicked products.  Shorter or longer durations can be used if deemed necessary; however, shorter than 15 minutes is not recommended as images may not be available within that window for different radar volume scans.
- Send to AWIPS for display and use in FFMP-A:
dhrmosaic_d2d_display_grib  : ON # ON/OFF token to determine if further

                                                         #  processing of grib file for D2D display

                                                         #  is required

ermosaic_d2d_display_grib   : ON

ebmosaic_d2d_display_grib   : ON

bdhrmosaic_d2d_display_grib : ON

These tokens should be left ON if one wishes to have the AWIPS GribDecoder save the data as NetCDF files so they can be used by FFMP-A and displayed in Display Two Dimensions (D-2D).
- HPE runtime frequency and time lag values: 

hpe_runfreq          :  5

hpe_timelag          :  5

These tokens control how often the HPE field generator runs and the product time lag from the run time, both in minutes.  It’s not recommended changing the hpe_runfreq token any lower as most radar sites produce data with a 5-10 minute frequency.  If the hpe_runfreq is lower than the update frequency of radar products, consecutive mosaics may have duplicate data.
The time lag may be changed to other values, but higher values mean older data will be used for the mosaics, and may not be as useful in FFMP-A.  Less than 5 minutes is permissible, but the image may appear a bit choppy between radars as HPE will use the latest image more than an interpolated image in time.
- hpe_base_radar_mosaic:
hpe_base_radar_mosaic  : ERMOSAIC

This token defines which radar mosaic to use as the base for the nonbias and bias-corrected radar-derived HPE precipitation accumulation fields. This token may be set to ERMOSAIC (radar mosaic), AVGERMOSAIC (average radar mosaic) or MAXERMOSAIC (max radar mosaic).  Should one choose an option other than ERMOSAIC, i.e. AVGERMOSAIC or MAXERMOSAIC, then that choice should also replace the ERMOSAIC in the hpe_generate_list token.  When an ERMOSAIC product is generated, one can see differences within the mosaic between radars and these will appear as nearly straight boundaries.  Choosing one of these other options smoothes these boundaries by averaging values or choosing maximum values across them.
- hpe_qpe_fieldtype: 

hpe_qpe_fieldtype      : ERMOSAIC

This token specifies which of the fields or mosaics HPE Fieldgen will choose as the Best Estimate QPE Field.  This is a holdover field from MPE, and it should be set to the same product that the hpe_base_radar_mosaic is set to.  By default, it is set to ERMOSAIC.  As with the hpe_base_radar_mosaic token, this token could be set to AVGERMOSAIC or MAXERMOSAIC. 
- Load misbin files: 

hpe_load_misbin        : OFF

This token defines whether HPE loads (and uses) misbin files.  The misbin file is provided on a radar by radar basis and is created by the off-line interactive program RADCLIM.  The misbin file represents which HRAP bins (or grid box), within the radar’s umbrella, don’t have coverage (usually due to ground blockages).
When the token is ON, FieldGen uses the misbin file when generating products.  If the misbin file from a radar indicates a particular bin is missing, HPE will attempt to fill that bin using radar data from a different radar
By default, the value of the token is OFF because, during HPE testing, there were several cases in complex terrain where rain rate data appeared to be unnecessarily removed from the HRAP grid by the misbin files.  Not loading the misbin files partially solved the problem  However, sites can choose to load the misbin files if they feel that more data is to be gained than lost.
- Turn on debug logging

hpe_debug_log          : ON

This token controls whether debug information is added to the HPE log files (see section 3.5).  HPE can generate fairly lengthy log files every five minutes.  When the token is OFF, much less information is added to the log.  Therefore, this token allows sites to remove much of the logging information that can be used for troubleshooting purposes.  Until a site is comfortable with HPE and its operations, this token should be set to ON.

- Use local bias

hpe_use_locbias        : OFF

By default, HPE applies the Mean Field Bias (MFB) value determined by MPE for each radar to its bias-corrected products.  Setting this token to ON allows sites to apply the local  bias also determined by MPE.  The local bias has a (potentially different) bias value for each bin of the mosaic (rather than one value for each radar umbrella) and each value is influenced only by nearby gage/radar pair.  For a complete description of the mean field and local biases, see the MPE Editor User’s Guide on the WHFS Field Support Group Home Page.  Note that setting this to ON will override any settings for the next two tokens.  If this token is ON and a local bias field is not found (i.e. MPE has not created one), all biases will be set to 1.0.
- Bias Source Flag and RFC Bias lag

hpe_bias_source      :  RFC  (set to local to override)

hpe_rfc_bias_lag     :  2        (hours)

As part of OB8.2, OHD added the capability of sites to receive the mean field bias tables from their corresponding RFC.  Therefore, HPE was given the capability to use these mean field bias values instead of the ones locally derived from a site’s MPE.  The hpe_bias_source token is set to RFC by default.  Setting this token to local will use the site’s MPE values instead.  Since RFC’s are not staffed 24 hours a day, HPE will use the local MPE mean field bias tables if the RFC’s are not updated after a certain number of hours (hpe_rfc_bias_lag, in hours).
- Purging Age Controls

hpe_purge_logage     :  720

hpe_purge_fileage    :  180

hpe_purge_xmrgage    :  75

These tokens are used by the HPE purge script and keep the disk usage space at a manageable level.   Pre-operational testing found that HPE produces large amounts of data, most which will not be examined in real time.  Therefore, these “aging” tokens were determined for the different types of files.  These values are in minutes and refer to log files, mosaicked files, and radar decoded XMRG files. 

2.2  Environment Variables TC "2.2  Environment Variables" \f C \l "2" :  These are contained with the script set_hydro_env under the /awips/hydroapps directory.  This script is called near the beginning of HPE scripts to ensure the variables are set correctly in the script’s shell environment.  The following is a list of those variables for HPE:

export HPE_LOG_DIR=$($GAD_DIR/get_apps_defaults$OS_SUFFIX hpe_log_dir)

export DHR_PROD_DIR=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dhr_prod_dir)

export DHR_DIRNAME1=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dhr_dirname1)

export DHR_DIRNAME2=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dhr_dirname2)

export DHR_LOG_DIR=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dhr_log_dir)

export DHR_ERROR_DIR=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dhr_error_dir)

export DHR_ARCH_DIR=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dhr_arch_dir)

export DSP_PROD_DIR=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dsp_prod_dir)

export DSP_DIRNAME1=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dsp_dirname1)

export DSP_DIRNAME2=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dsp_dirname2)

export DSP_LOG_DIR=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dsp_log_dir)

export DSP_ERROR_DIR=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dsp_error_dir)

export DSP_ARCH_DIR=$($GAD_DIR/get_apps_defaults$OS_SUFFIX dsp_arch_dir)
Check Appendix A for the setting of the pertinent token in the .App_default file.  Note that the ERROR and ARCH directories are listed are not used in this version of HPE but are included for future potential use.

2.3  Starting and Stopping HPE TC "2.3  Cron" \f C \l "2" :  The HPE system runs automatically on PX1 via a single, integrated root-owned file which is registered and installed into /etc/cron.d/px1cron (on PX1).  This file calls scripts to retrieve new radar data every minute since radars send data at different times per their VCP.  In addition, a purge script runs twice an hour to remove files according to their type and age.  To see what crons are installed on the PX for user oper, execute the following command:

Type: grep oper /etc/ha.d/cron.d/px*cron

Within the listing will be these lines:
*/1 * * * * /awips/hydroapps/precip_proc/bin/DHRgather

*/1 * * * * /awips/hydroapps/precip_proc/bin/DSPgather

8,38 * * * * /awips/hydroapps/precip_proc/bin/purge_hpe_files

In order to start the HPE Field Generator, the DHRgather script checks to see if precipitation is indicated at any of the radars.  If so, it will call the start_hpe script if it’s not already running which in turn will start the HPE decoders and field generator.

Should one want to stop the gather scripts, run the stop_hpe_crons script:

- In a terminal window on AWIPS, login as user oper to PX1.

- Change directory (cd) to /awips/hydroapps/precip_proc/bin

- Type ./stop_hpe_crons

The radar data gathering scripts will cease to execute completely, and HPE will stop after 20 minutes.

If it becomes necessary to stop HPE immediately after issuing the stop_hpe_crons command:

- Type ps –ef|grep hpe.  There will be a listing with start_hpe at the end of one of the listing.  Note the first number on the line.

- Type kill -9 (number noted from last step).  This will immediately stop the HPE field generator and data decoders from running.
IT IS Important that you run the stop_hpe_crons first.  Otherwise, as soon as precipitation is noted from the gathering script, the HPE field generator script will again start up.

For more information about AWIPS crons, please see the AWIPS System Manager’s Manual (SMM).
2.4 Radar data TC "2.4  Radar data" \f C \l "2" :  As HPE uses the DHR and DSP radar products to create its rain-rate and rainfall products, respectively, one should ensure that those products are part of the routine RPS list at the site.  If there is a problem with the RPS list or routine storm/clear-air mode files, the Radar Multiple Request (RMR) functionality within D2D can also be used to request the products from other surrounding radars every volume scan.  The RMR can request out to 8 hours.  
These products should’ve been added to the routine RPS list during the OB8.2 installation.  If not, necessary actions to add the DHR and DSP radar products are listed below:
Radar file changes and site actions

- The national RPS lists contain standard sets of radar products requested from every radar.  To ensure the DHR and DSP (also called the 8-bit STP), radar products are routinely requested, these files must be updated:

/data/fxa/nationalData/rps-RPGOP-tcp.clear-air AND /data/fxa/radar/lists/rps-RPGOP-tcp.clear-air
/data/fxa/nationalData/rps-RPGOP-tcp.storm     AND  /data/fxa/radar/lists/rps-RPGOP-tcp.storm

Two entries will be made to these files are:

Digital Hybrid Scan Refl (DHR)           DHR  32 256   100 -    -1     -1 0 1N -1 -1
Storm Total Precip (STP)                      STP 138 256   200 -    -1     -1 0 1N -1 -1 N

The /awips/fxa/data/prodList.txt file controls the list of radar products sent from AWIPS to the NCF for distribution. To ensure the DHR and DSP products are distributed to the NCF, add the following 2 entries to the prodList.txt file:

    32         0            DHR          SDUS5
   138        0            DSP           SDUS5

- To activate these files, radar sites will do the following 2 steps:

1 - Restart the radar processes on DX2 by entering the following two commands as the fxa user on DX2:

stopIngest.dx2
startIngest.dx2

2 - Force the radar into a different VCP mode than what the radar is currently in.  AWIPS only rebuilds the RPS list sent to the radar if AWIPS detects that the radar has changed to a different VCP mode.

2.5  Database TC "2.5  Database" \f C \l "2" :  HPE uses the hydro database designated by hd_obxxYYY, where xx is the build number (e.g. 83 for 8.3) and YY is the site (e.g. LWX, RHA).  For more information on how to manipulate these tables, see the NWS WHFS Field Support Group Home Page at https://ocwws.weather.gov/intranet/whfs/ 
HPE uses the same radars for its mosaics that MPE uses.  The radars being used are contained in the radarloc table of the hydro database.  While this table should already established for HPE’s use, sites can modify the information in this table via the HydroBase application if necessary. 

HPE introduced four new tables in the hydro database: dhradapt, dhrradar, dspadapt, and dspradar.  These hold many of the product specifications (the “radar” tables) and the adaptation parameters of the radar data message (the “adapt” tables).  These are patterned after the Digital Precipitation Array (DPA) tables used by MPE.  Specifics of these two tables are listed in Appendix B and the corresponding field description can be found in the documents at 
http://www.nws.noaa.gov/oh/hrl/wsr88d_prods/index.htm, build 8.
As with other hydro tables in the database, these four tables are purged on a routine basis by the db_purge routine.  A detailed description of its operation is available from the NWS WHFS Field Support Group Home Page. For HPE, the four tables are purged of data that is older than 24 hours.
2.6  File Purging TC "2.6  File Purging" \f C \l "2" :

HPE product files are purged on a few levels and depending on whether or not these are created by HPE or AWIPS.  On the HPE side, the XMRG, GRIB1, NetCDF, and log files are purged via the purge_hpe_files script located in /awips/hydroapp/precip_proc/bin.  The tokens which control purging of these files are mentioned in section 1 earlier in this document.  By default, log files are kept for 6 hours (720 minutes), the mosaic files (XMRG, GRIB1, NetCDF) are kept for 3 hours (180 minutes), and the decoded radar files in XMRG format are kept for 75 minutes.  As mentioned previously, these values were chosen as the default values after field testing indicated HPE generates a large amount of data in fairly short time span and a fairly aggressive file purging scheme has to be used.

Outside of HPE, AWIPS creates NetCDF files and has its own data purge process, and testing revealed that 12 hours worth of HPE and BiasHPE NetCDF files could be accommodated without greatly impacting disk storage issues.  

3.0  Operations, data, logs TC "3.0  Operations, data, logs" \f C \l "1" :

3.1  AWIPS D-2D TC "3.1  AWIPS D-2D" \f C \l "2" :
HPE products can be displayed like any other gridded data set via the Volume Browser.  

- Under Sources, click on Grid, HPE and BiasHPE (for bias correction) should be displayed with the other available grids.
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· Under Fields, click on the Sfc/2D->Precip->
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The two HPE/BiasHPE fields are Storm Tot Precip and Precip Rate.  Note that the Storm Tot Precip is in actuality a precipitation accumulation product from differencing two DSP products according to the dsp_duration token previously described in the Configuration/Tokens section.  By default, this is a 1-hour precipitation accumulation product.
The only option under Planes is Surface.
Screen shot of the Volume Browser with all HPE grids, fields, and planes:
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While a contoured field can be displayed, it is recommended to just display an image of the field.  The contoured displays can get cluttered and creating an image will allow one to sample the rain-rate and rainfall values.
Sample screen shots of products:  (To be added)

3.2  FFMP-A TC "3.2  FFMP-A" \f C \l "2" :  HPE’s main purpose is for the rain rate grids to be used in FFMP-A, also being delivered as part of OB8.3.   In order for FFMP-A to use the HPE grids, follow the directions in the FFMP-A Data Config File Details (found on the FFMP page at http://www.weather.gov/mdl/ffmp under the Documentation/Pubs menu) for modifying the FFMP configuration file, FFMPsourceConfig.dat, located in $FXA_DATA/ffmp.  The FFMP-A document contains an example and description of how the configuration line should look for HPE.  The line looks like so:
HPE|||0,2,0,1|12345|12345|2:mm/hr:37.89994:-80.91356:396:360:0.25:0.25:pr|7|
Specific parts of this configuration line are described in the FFMP-A document.  Note, though, that the depict and data keys for HPE can be found in the following locations:

Depict keys - /awips/fxa/data/localizationDataSets/XXX/gridDepictKeys.txt.  
Data keys - /awips/fxa/data/localizationDataSets/XXX/gridNetcdfKeys.txt

where XXX is the site.

In the first file, search on HPE and choose the set of numbers which correspond to the Rain Rate image:

3338985578 |10|3338985576 | |0|0|HPE Precip Rate Img(in/hr) | |8|0|1|72
In the second file, again search on HPE and choose the first number:

1070000142 | | | | | | | Grid/LOCAL/netCDF/HPE | | | raw HPE grids
Repeat this process for the BiasHPE grids (BHPE is the source).   For example, for the RHA area, the HPE and BiasHPE source lines in the FFMPsourceConfig.dat file may look like:

HPE|||0,2,0,1|3338985578|1070000142|2:mm/hr:38.02525:-83.34723:800:800:0.25:0.25:pr|7|

BiasHPE|||0,2,0,1|3347374186|1070000143|2:mm/hr:38.02525:-83.34723:800:800:0.25:0.25:pr|7|
Please refer to the FFMP-A documentation for more information on incorporating HPE and BiasHPE grids in FFMP-A.
3.3  AWIPS NetCDF files TC "3.3  AWIPS NetCDF files" \f C \l "2" :  After the HPE and BiasHPE GRIB1 grids have been decoded into NetCDF files by the AWIPS GribDecoder, the NetCDF files are stored under

/data/fxa/Grid/LOCAL/netCDF/HPE and ../BHPE 

3.4  HPE hydro files TC "3.4  HPE hydro files" \f C \l "2" :  The HPE files are located under

/awips/hydroapps/precip_proc/local/data/hpe
/awips/hydroapps/precip_proc/local/data/dhr_decoded

/awips/hydroapps/precip_proc/local/data/dsp_decoded

Subdirectories under /awips/hydroapps/precip_proc/local/data/ :

- avgrmosaic, bdhrmosaic, dhrmosaic, ebmosaic, ermosaic, height, index, maxrmosaic:  These contain the mosaics in xmrg format.  Under the *mosaic directories are:

grib, gif, netcdf subdirectories which contain the files in those formats should the appropriate token be configured.  For most purposes (i.e. unless the tokens for the save gif and save netcdf mosaics have been changed to “save”), only the grib subdirectory should contain files.

3.5  HPE log files TC "3.5  HPE log files" \f C \l "2" :  The HPE log files are located under

/awips/hydroapps/precip_proc/local/data/log/hpe
/awips/hydroapps/precip_proc/local/data/log/decodedhr

/awips/hydroapps/precip_proc/local/data/log/decodedsp

Under the hpe log directory, one will see log files for each HPE run and these files begin with “HPE”.  They contain a fairly comprehensive listing of the HPE run.  

There are also four other log files:

· processhpe_log: contatins information on the DHR and DSP decoders and HPE field generator

· start_hpe_log:  contains information on HPE state – started, stopped, running, stopping.

· process_grib_files.log:  contains information on transforming xmrg to GRIB and sending those files to AWIPS

· purge_hpe_files which contains information on HPE files which were purged according to file age settings in the .Apps_defaults file.

In addition, the empty stop_hpe_process file is created for the purpose of temporarily stopping the HPE decoders and field generator after 20 minutes time if no precipitation has fallen from any radar within that time.  This file is not present when HPE processes are running when precipitation is in the area.

If the stop_hpe_crons script is run, an empty stop_hpe_crons file will be placed in the HPE log directory as well.

3.6  Scripts and Executables TC "3.6  Scripts and Executables" \f C \l "2" :  Pertinent files under this heading are contained in /awips/hydroapps/precip_proc/bin:

· hpe_fieldgen.LX:  The HPE field generator which mosaics the radar data and applies the bias.
· decode_dhr_dsp.LX:  Decodes DHR and DSP radar data

· process_hpe_grib_files:  Calls gribit.LX executable and sends GRIB files to AWIPS
· purge_hpe_files:  Purges HPE files according to file age parameters (contained in the script)

· Run_DecodeDHR, Run_DecodeDSP: scripts to call the DHR/DSP decoder

· start_hpe: starts the HPE processes

· DHRgather,DSPgather: DHR/DSP radar data gathering scripts and DHRgather calls start_hpe based on Precipitation Status within DHR data (run every minute via crontab file on PX1)
· stop_hpe:  manual stop script which will halt the HPE processes after 20 minutes if no rain is indicated.

· run_hpe_fieldgen: script which calls the hpe_fieldgen.LX executable.

· gribit.LX – converts xmrg mosaics to GRIB1 files for AWIPS

3.7  Radar data holding directories TC "3.7  Radar data holding directories" \f C \l "2" :  These temporarily hold new DHR and DSP data via the gather scripts for the decoder.

· /data/fxa/ispan/hdhr
· /data/fxa/ispan/hdsp
3.8  AWIPS logs TC "3.8  AWIPS logs" \f C \l "2" :  The HPE GRIB1 grids will be decoded into NetCDF by the AWIPS GribDecoder and log information is contained in the /data/logs/fxa/(date) directory on DX3.  Look for the latest GribDecoder( date system info) log.  One can search through this log for “MOSAIC” or “DHR” to see if the GribDecoder is properly storing the HPE mosaics.
3.9  Automated stop/start TC "3.9  Automated stop/start" \f C \l "2" :  As indicated above, HPE has been given the ability to shutdown in the event there hasn’t been any precipitation indicated via the DHR data at any radar within the site’s HRAP area for 20 minutes.  Upon the first indication that there hasn’t been any precipitation detected, the shutdown clock begins.  Should precipitation be detected during this time, the clock is reset until radars again indicate no precipitation.  After 20 minutes with no precipitation, HPE decoders and field generator will be stopped until precipitation is again detected.  This delayed stop was introduced because some radars may indicate precipitation and while others will not.  Rather than have HPE stop and start continuously, the delayed stop gave stability to the shutdown process.  If precipitation is detected while the process is counting down, the count down stops and HPE continues as if it hadn’t happened.  The clock is reset and HPE awaits the next time to start the delayed shutdown.
If HPE is stopped, the DHRgather script will start it again whenever precipitation is detected as indicated by the DHR data.  

Unless the stop_hpe_crons script is executed, this process will continue even if the stop_hpe script is issued.
Appendix A:  HPE tokens TC "Appendix A:  HPE tokens" \f C \l "1" 
#=== High-resolution Precipitation Estimator (HPE) tokens ====================

# DecodeDHR tokens (formerly DecodeHDP tokens that looked like hdp_*)

dhr_log_dir      : $(pproc_log)/decodedhr             # DHR Decoder logs

dhr_prod_dir     : /data/fxa/ispan/hdhr             # DHR input directory

dhr_dirname1     :  /data/fxa/radar           # first part of directory name

#                                              #  containing DHR products for

#                                              #  associated or dial in radars

dhr_dirname2     :  DHR/layer0/res1/level256  # second part of directory name

                                              #  containing DHR products for

                                              #  associated or dial in radar

dhr_grid_dir     : $(pproc_local_data)/dhr_decoded # decoded DHR radar grids

dhr_error_dir    : $(pproc_local_data)/dhr_error   # DHR error files

dhr_arch_dir     : $(pproc_local_data)/dhr_archive # DHR archives

# DecodeDSP tokens (formerly DecodeHDP tokens that looked like hdp_*)

dsp_log_dir      : $(pproc_log)/decodedsp             # DSP Decoder logs

dsp_prod_dir     : /data/fxa/ispan/hdsp               # DSP input directory

dsp_dirname1     :  /data/fxa/radar           # first part of directory name

#                                              #  containing DSP products for

#                                              #  associated or dial in radars

dsp_dirname2     :   STP/layer0/res2/level256  # second part of directory name

                                               #  containing DSP products for

                                               #  associated or dial in radars

                                               # NOTE that DSP is level256 vs level16 for

                                               # STP and this is where it is stored

                                               # in AWIPS

dsp_grid_dir     : $(pproc_local_data)/dsp_decoded # decoded DSP radar grids

dsp_error_dir    : $(pproc_local_data)/dsp_error   # DSP error files

dsp_arch_dir     : $(pproc_local_data)/dsp_archive # DSP archives

hpe_generate_list      :  DHRMOSAIC,BDHRMOSAIC,ERMOSAIC,EBMOSAIC

hpe_qpe_fieldtype      :  ERMOSAIC  # field type to be saved as qpe

hpe_input_dir          :  $(pproc_local_data)/app/hpe

hpe_output_dir         :  $(pproc_local_data)/hpe

hpe_log_dir            :  $(pproc_local_data)/log/hpe

hpe_hrap_grid_factor   : 4 # 1 for HRAP grid

                           # 4 for quarter HRAP grid

hpe_dhrmosaic_dir      :  $(hpe_output_dir)/dhrmosaic

hpe_bdhrmosaic_dir     :  $(hpe_output_dir)/bdhrmosaic

hpe_ermosaic_dir       :  $(hpe_output_dir)/ermosaic

hpe_ebmosaic_dir       :  $(hpe_output_dir)/ebmosaic

hpe_avg_ermosaic_dir   :  $(hpe_output_dir)/avgrmosaic

hpe_max_ermosaic_dir   :  $(hpe_output_dir)/maxrmosaic

hpe_dspheight_dir      :  $(hpe_output_dir)/height

hpe_dspindex_dir       :  $(hpe_output_dir)/index

hpe_height_dir         :  $(hpe_output_dir)/height

hpe_index_dir          :  $(hpe_output_dir)/index

hpe_dhrmosaic_grib_dir  :  $(hpe_dhrmosaic_dir)/grib

dhrmosaic_netcdf_dir    :  $(hpe_dhrmosaic_dir)/netcdf

dhrmosaic_gif_dir       :  $(hpe_dhrmosaic_dir)/gif

hpe_bdhrmosaic_grib_dir :  $(hpe_bdhrmosaic_dir)/grib

bdhrmosaic_netcdf_dir   :  $(hpe_bdhrmosaic_dir)/netcdf

bdhrmosaic_gif_dir      :  $(hpe_bdhrmosaic_dir)/gif

hpe_ermosaic_grib_dir   :  $(hpe_ermosaic_dir)/grib

ermosaic_netcdf_dir     :  $(hpe_ermosaic_dir)/netcdf

ermosaic_gif_dir        :  $(hpe_ermosaic_dir)/gif

hpe_ebmosaic_grib_dir   :  $(hpe_ebmosaic_dir)/grib

ebmosaic_netcdf_dir     :  $(hpe_ebmosaic_dir)/netcdf

ebmosaic_gif_dir        :  $(hpe_ebmosaic_dir)/gif 

dhrmosaic_save_grib     :  save

dhrmosaic_save_gif      :  nosave

dhrmosaic_save_netcdf   :  nosave

bdhrmosaic_save_grib    :  save

bdhrmosaic_save_gif     :  nosave

bdhrmosaic_save_netcdf  :  nosave

ermosaic_save_grib      :  save

ermosaic_save_gif       :  nosave

ermosaic_save_netcdf    :  nosave

ebmosaic_save_grib      :  save

ebmosaic_save_gif       :  nosave

ebmosaic_save_netcdf    :  nosave

hpe_gif_dir            :  $(hpe_output_dir)/hpe_gif

hpe_jpeg_dir           :  $(hpe_output_dir)/hpe_jpeg

hpe_netcdf_dir         :  $(hpe_output_dir)/hpe_netcdf

hpe_grib_dir           :  $(hpe_output_dir)/hpe_grib

hpe_xmrg_dir           :  $(hpe_output_dir)/hpe_xmrg

hpe_save_gif           :  nosave

hpe_save_jpeg          :  nosave

hpe_save_netcdf        :  nosave

hpe_save_grib          :  nosave

dhr_window              : 15

dsp_window              : 15

dsp_duration            : 60

hpe_base_radar_mosaic  : ERMOSAIC

hpe_qpe_fieldtype      : ERMOSAIC

hpe_load_misbin        : OFF

hpe_debug_log          : ON

hpe_use_locbias        : OFF

hpe_runfreq          :  5

hpe_timelag          :  5

hpe_bias_source      :  RFC

hpe_rfc_bias_lag     :  2

hpe_purge_logage     :  720

hpe_purge_fileage    :  180

hpe_purge_xmrgage    :  75

dhrmosaic_d2d_display_grib  : ON

ermosaic_d2d_display_grib   : ON

ebmosaic_d2d_display_grib   : ON

bdhrmosaic_d2d_display_grib : ON

hpe_send_grib            :  OFF  # ON/OFF token to determine if grib file is

                                   #  to be sent to other sites such as NPVU
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dhrradar:

     Column      |            Type             | Modifiers 

-----------------+-----------------------------+-----------

 radid           | character varying(3)        | not null

 obstime         | timestamp without time zone | not null

 volcovpat       | smallint                    | 

 opermode        | smallint                    | 

 dbzmin          | real                        | 

 dbzinc          | real                        | 

 dbzcnt          | real                        | 

 j_date          | smallint                    | 

 j_time          | smallint                    | 

 mean_field_bias | smallint                    | 

 sample_size     | smallint                    | 

 grid_filename   | character varying(20)       |

dhradapt:

    Column    |            Type             | Modifiers 

--------------+-----------------------------+-----------

 radid        | character varying(3)        | not null

 obstime      | timestamp without time zone | not null

 min_reflth   | real                        | 

 max_reflth   | real                        | 

 ref_tltest   | real                        | 

 rng_tltin    | real                        | 

 rng_tltout   | real                        | 

 max_birng    | real                        | 

 min_birng    | real                        | 

 min_echoar   | real                        | 

 min_awrefl   | real                        | 

 max_pctred   | real                        | 

 mlt_zrcoef   | real                        | 

 pwr_zrcoef   | real                        | 

 min_zrefl    | real                        | 

 max_zrefl    | real                        | 

 max_stmspd   | real                        | 

 max_timdif   | real                        | 

 min_artcon   | real                        | 

 tim_p1cont   | real                        | 

 tim_p2cont   | real                        | 

 max_ecarch   | real                        | 

 rng_cutoff   | real                        | 

 rng_e1coef   | real                        | 

 rng_e2coef   | real                        | 

 rng_e3coef   | real                        | 

 min_prate    | real                        | 

 max_prate    | real                        | 

 tim_restrt   | real                        | 

 max_timint   | real                        | 

 min_timprd   | real                        | 

 thr_hlyout   | real                        | 

 end_timgag   | real                        | 

 max_prdval   | real                        | 

 max_hlyval   | real                        |
 tim_biest    | real                        | 

 thr_nosets   | real                        | 

 res_bias     | real                        | 

 longest_lag  | real                        | 

 bias_applied | character varying(1)        |
dspradar:

     Column      |            Type             | Modifiers 

-----------------+-----------------------------+-----------

 radid           | character varying(3)        | not null

 obstime         | timestamp without time zone | not null

 volcovpat       | smallint                    | 

 opermode        | smallint                    | 

 minval          | real                        | 

 maxval          | real                        | 

 num_data_lev    | real                        | 

 scale_factor    | real                        | 

 begin_time      | timestamp without time zone | 

 end_time        | timestamp without time zone | 

 j_beg_date      | smallint                    | 

 j_beg_time      | smallint                    | 

 j_end_date      | smallint                    | 

 j_end_time      | smallint                    | 

 mean_field_bias | smallint                    | 

 sample_size     | smallint                    | 

 grid_filename   | character varying(20)       |
dspadapt:

    Column    |            Type             | Modifiers 

--------------+-----------------------------+-----------

 radid        | character varying(3)        | not null

 obstime      | timestamp without time zone | not null

 min_reflth   | real                        | 

 max_reflth   | real                        | 

 ref_tltest   | real                        | 

 rng_tltin    | real                        | 

 rng_tltout   | real                        | 

 max_birng    | real                        | 

 min_birng    | real                        | 

 min_echoar   | real                        | 

 min_awrefl   | real                        | 

 max_pctred   | real                        | 

 mlt_zrcoef   | real                        | 

 pwr_zrcoef   | real                        | 

 min_zrefl    | real                        | 

 max_zrefl    | real                        | 

 max_stmspd   | real                        | 

 max_timdif   | real                        | 

 min_artcon   | real                        | 

 tim_p1cont   | real                        | 

 tim_p2cont   | real                        | 

 max_ecarch   | real                        | 

 rng_cutoff   | real                        | 

 rng_e1coef   | real                        | 

 rng_e2coef   | real                        | 

 rng_e3coef   | real                        | 

 min_prate    | real                        | 

 max_prate    | real                        | 

 tim_restrt   | real                        | 

 max_timint   | real                        | 

 min_timprd   | real                        | 

 thr_hlyout   | real                        | 

 end_timgag   | real                        | 

 max_prdval   | real                        | 

 max_hlyval   | real                        |
 tim_biest    | real                        | 

 thr_nosets   | real                        | 

 res_bias     | real                        | 

 longest_lag  | real                        | 

 bias_applied | character varying(1)        |
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AWIPS
Advanced Weather Interactive Processing System

D-2D

Display Two Dimesions

DHR

Digital Hybrid Reflectivity

DPA

Digital Precipitation Array
DSP

Digital Storm total Precipitation
FFMP-A 
Flash Flood Monitoring and Prediction, Advanced

GRIB

Gridded Binary

HPE

High-resolution Precipitation Estimator

HRAP

Hydrologic Rainfall Analysis Project
MPE

Multi-sensor Precipitation Estimator

NetCDF
Network Common Data Format

NWS

National Weather Service
RFC

River Forecast Center


RMR

Radar Multiple Request
RPS

Routine Product Set
SMM

System Managers Manual

VCP

Volume Coverage Pattern

WFO

Weather Forecast Office
WHFS

WFO Hydrologic Forecast System
XMRG 
X-windows-based Multi-sensor Radar Gage (a binary format used for gridded hydrologic fields)
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As HPE obtains and applies the Mean Field Bias correction for its products, the following is a discussion of the bias correction determination from section 3.3 of the MPE Field Generation System document:
Mean Field Bias

In an attempt to compensate for inappropriate Z-R relationships and/or calibration problems, MPE_FieldGen calculates a mean-field bias (MFB) value using the hourly rain gage values.  A value is calculated every hour and for every radar.   The MFB values are multiplicative.  When applied to the raw radar values, they remove biases or “unbias” the radar values.

The MFB value is calculated as a sum of gage values divided by the sum of radar values.  Therefore, a value > 1.0 implies that the gages are measuring more precipitation than the radar or that the radar is underestimating the precip.

The algorithm samples all hourly gage values within the effective coverage area of the radar as defined by the radar coverage map in the misbin file.  Note that all gages under the radar’s effective coverage area are sampled even if the radar’s coverage area extends outside of the site’s area.  Only positive gage/radar (G/R) pairs are used in the calculation.  “Positive” in this sense means that BOTH the gage and radar value are greater than a minimum threshold value.  The threshold value is stored in the min_gr_value_bias field of the RWBiasStat table with units = mm.  The default value for this parameter is 0.01.  Note that the radar value of the G/R pair is the radar value for the bin in which the gage is located.

Before being used by the MFB calculation, the positive G/R pairs are checked.  A gage value versus radar value "least squares" regression line is created.  Any gage value or radar value which is greater than two standard deviations from this regression line results in the G/R pair being excluded from the calculation.  This method is good for radars and hours with large number of G/R pairs.  However, it has been shown that this method does not remove bad G/R pairs for the case of few (less than 5) G/R pairs.

For every hour and for every radar, the MFB algorithm generates a set of values known as state variables.  These values are stored in the RWBiasDyn table.  These values are as follows:

Memory span value

Number of positive G/R pairs

Sum of Gage Values

Sum of Radar Values

MFB Value

For each memory span value, a set of the other parameters is generated.  There are currently 10 memory span values defined which means that there are 10 sets of the above values calculated for each radar and for each hour.  The memory span values currently defined are

0.001

1.0

2.0

3.0

5.0

10.0

168.

720.

2160.

10000000.

A memory span value corresponds to a span of time.  The first value, 0.001, corresponds to the current hour.  The second value, 1.0, corresponds to one hour back in time.  The last memory span value represents a very large number of hours in the past which corresponds to the first hour of MPE_FieldGen calculations.  The number of G/R pairs, sum of gage values and sum of radar values generated for each memory span is an aggregation of values from previous hours successively multiplied by an exponential temporal smoothing factor.  Therefore, values for the longest memory span can be viewed as an aggregate of all values since the first MPE_FieldGen calculation.  The number of G/R pairs for this memory span can then be viewed as the total number of positive G/R pairs detected under this radar since the first MPE_FieldGen calculation.  

Note that the values of number of G/R pairs, sum of gage values and sum of radar values generated for each memory span are approximations of the actual values.  Hence the number of G/R pairs is a float and not an integer.

The MFB calculations proceed each hour by inputting the state variables for the previous hour, including any new G/R pairs for the current hour, recomputing the state variables for the current hour and then determining the MFB value.  The MFB value is determined from the current hour’s state variables by looking down the current hour’s G/R pairs column to find the row with value greater than the npair_bias_select value stored in the RWBiasStat table.  This value is currently set to 10.  Once found, read across the row to the bias value corresponding to this G/R pairs value.  This is the MFB value chosen automatically for the hour.  The following excerpt from an MPE_FieldGen log illustrates how the MFB value is determined:

  *** state variables read from database ***

    k       memspan         si         xg         xr         b

    1            .001       7.0       1.38       2.78       .50

    2           1.000       7.4       1.35       2.73       .49

    3           2.000       7.7       1.34       2.70       .50

    4           3.000       7.9       1.41       2.69       .52

    5           5.000       8.5       1.76       2.78       .63

    6          10.000      10.5       2.90       3.09       .94

    7         168.000      91.7       3.68       2.68      1.37

    8         720.000     516.8       3.04       2.37      1.28

    9        2160.000    1262.0       2.90       2.12      1.37

   10    10000000.000    3174.0       2.92       2.01      1.45

  *** computed bias =   .35 ***   - first value from b column (below)  

                                      which has si value >=  10

  *** writing state variables to database ***

    k       memspan         si         xg         xr         b

    1            .001      10.0       1.78       5.02       .35

    2           1.000      12.7       1.69       4.53       .37

    3           2.000      14.6       1.64       4.29       .38

    4           3.000      15.7       1.64       4.18       .39

    5           5.000      17.0       1.77       4.10       .43

    6          10.000      19.5       2.32       4.09       .57

    7         168.000     101.2       3.49       2.91      1.20

    8         720.000     526.1       3.02       2.42      1.25

    9        2160.000    1271.4       2.89       2.14      1.35

   10    10000000.000    3184.0       2.91       2.02      1.45

The computed bias is found by looking down the column labeled “si” until finding a value greater than or equal to 10.  This is the row for k =1.  Reading across to the bias value column (labeled “b”) shows a value of 0.35.  This is the bias value for the current hour.

In the above example, the gage pairs (si) column has a fair number of pairs signifying that it is raining under a large portion of the radar’s umbrella in the current hour.  In this case, the bias value is taken from the shortest memory span.  As time passes and the rain ceases, the above state variables might look as follows for an hour:

  *** writing state variables to database ***

    k       memspan         si         xg         xr         b

    1            .001        .0       1.02       1.69       .60

    2           1.000        .0        .84       2.01       .42

    3           2.000        .0        .89       2.09       .42

    4           3.000        .0        .98       2.09       .47

    5           5.000        .0       1.11       2.08       .53

    6          10.000        .1       1.21       2.03       .60

    7         168.000      77.2       1.55       1.36      1.14

    8         720.000     323.6       1.65       1.30      1.27

    9        2160.000     763.0       1.75       1.31      1.34

   10    10000000.000    3792.1       1.97       1.46      1.35

In this case, the k=7 row has si > 10. and therefore the bias value automatically selected would be 1.14.  Note that the “long-term” bias value in this case is 1.35.  If the automatically selected value (1.14) were deemed to be unsatisfactory, the “long-term” bias value (1.35) could be substituted.  Note also that due to the exponential temporal smoothing, the “si” column for the first four rows has become 0.0 however the algorithm still calculates a bias value for each memory span.

The state variables for the previous hour, current hour and the selected MFB value are all printed to the log file for each radar and for each hour.  The state variables for the current hour can also be displayed through MPE Editor by clicking on an individual radar identifier in the Edit Bias Table window.

The MFB corrected radar field (BMOSAIC), is generated by taking each bin of the RMOSAIC field and multiplying it by the MFB value for the radar whose value is used for that bin as defined by the INDEX field.

Beginning with OB7.1, the MFB calculation is performed only if the BMOSAIC field calculation is specified in the mpe_generate_list token.

Beginning with OB8.2, the RWBiasDyn and RWBiasStat tables were modified to add a site identifier field.  This allows the database to store multiple sets of MFB static data and state variable data to support the use of RFC MFB values at the WFOs.
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