
AWOC Core Track FY12
1.  Optimizing Learning

Instructor Notes:  This Instructional Component is designed to inform AWOC partici-
pants about the learning techniques employed during the course. All of this and more 
has been shared with training facilitators at each office, however it is important that stu-
dent participants also be aware of what we’re trying to accomplish and how we hope to 
do it.

Student Notes:  

2.  Learning Objectives

Instructor Notes:  To that end, we’ll spend some time on what the education field has 
identified as ways in which adults learn. We’ll discuss how we go about evaluating that 
learning. Finally, some time will be spent on how learning in general is accomplished in 
simulations, and in particular, using a technique called Collaborative Development of 
Expertise. 

Student Notes:  
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3.  Overview

Instructor Notes:  This lesson will take about 30-40 minutes and will discuss adult learn-
ing strategies and importance of evaluation in accomplishing learning.  We’ll also spend 
some time looking at 2 types of simulations, Virtual Reality and Interval-based, and how 
we incorporate these simulations in AWOC. The simulations which are a part of the 
AWOC course can be run as designed by your local facilitator, or they can be modified to 
address local office needs. 

Student Notes:  

4.  1. Adult Learning Strategies

Instructor Notes:  Learning is about change. The whole reason for training, instruction, 
and education (all unique and distinct approaches to learning) is to enable people to 
learn. In AWOC, WDTB instructors, through local facilitators, will be trying to change 
people by transforming learners in ways that are desirable for both them and for the 
NWS.  So, AWOC is concerned with training the human learner, not just transmitting 
information. To understand the human learner we start with discussing how we learn - 
through senses, filters, and memory (see Stolovitch and Keeps, 2003). Remember the 
human learner has multiple senses (sight, hearing, etc.) each with uniquely different pro-
cessing capabilities. How we filter the stimuli that continually  bombards us depends on 
our ability to process information. Research suggests that most people can hold only 5-9 
items at a time in short-term memory. The size of the items depends on prior knowledge 
of the learner. For training and learning purposes, it is important to create meaningful 
chunks that condense several pieces into one. That facilitates perception, learning , and 
retention. For example, the four cardinal points of a compass are north (N) , east (E), 
west (W), and south (S) (four items to store in memory). But, if you remember the acro-
nym , NEWS, you only have one item to store in memory. By creating a single chunk,  
you can reduce the short-term memory load.   Long-term memory (for example, thinking 
about a favorite toy you played with as a child, or that radar topic back in 88D class) 
depends upon how distinct and unique that memory is. There is virtually limitless storage 
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space in the long-term memory warehouse. Retrieving the information is the harder part; 
that depends on how it has been organized to the learner’s ability and experience levels.

Student Notes:  

5.  Types of Knowledge

Instructor Notes:  The brain processes outside information for learning. That informa-
tion is transformed into two types of knowledge, declarative and procedural. Declarative 
knowledge, which has evolved in humans to the highest level in any species, allows us to 
name, explain, and talk about things. Procedural knowledge, on the other hand, enables 
us to act and perform tasks. Unlike declarative knowledge, which is almost exclusively 
restricted to humans, procedural knowledge is available to all animals. Human learning 
suggests we process the two types quite differently. Think about trying to name the num-
ber of windows in your house. You probably mentally walk around the rooms in your 
house and count the number of windows before you just say the  number. Thus, to learn 
someone effectively (from this training course, for example), we need to be able to mod-
ify the instruction to help us best learn the knowledge. By the way, experts in general  
have a very hard time converting declarative knowledge into procedural for novice learn-
ers. It is also hard for learners to process declarative instructions into procedural. That’s 
why in this course, we have facilitators who are there to help learners perform the train-
ing objectives and make the whole process easier.     
3 of 26



Warning Decision Training Branch
Student Notes:  

6.  Key Ingredients for Learning

Instructor Notes:  Cognitive psychology research suggests that 3 major factors influ-
ence how much and how well we learn: ability, prior knowledge, and motivation. General 
ability to learn varies depending on our genes, but it can be built up, like muscles. Prior 
knowledge is important as we build upon what we already know and have used. Motiva-
tion is also important. 

Student Notes:  

7.  Motivation

Instructor Notes:  Research (see Stolovitch and Keeps, 2003) and common sense 
show there is a strong correlation of value to motivation.  The left-hand graph illustrates 
this. In the right-hand graph, the data shows that if the learner feels “this is so easy, I 
don’t even need to try,” motivation plummets. The optimal point of motivation is where 
the learner has enough confidence to feel he/she can succeed, but not so much that the 
incentive to learn declines. Most of us are motivated by challenges (the high point on the 
curve) and security (“if I work at it I know I can succeed”). As far as mood goes (graph 
not shown), motivation is directly related. A positive learning/work environment tends to 
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improve a person’s mood and hence,  his or her motivation. But, a frivolous or manic 
mood might have unpredictable effects on motivation. As trainers and learners, we can 
influence all the factors for learning (ability, prior knowledge, and motivation) in a positive 
way (good news!).

Student Notes:  

8.  Key Adult Learning Principles

Instructor Notes:  Lots of research in this area. These principles are from Malcolm 
Knowles , a leader in the field of adult education. We will discuss each of these. 

Student Notes:  

9.  Readiness

Instructor Notes:  To preclude wasted effort in training , and to make sure learning is 
receivable, the research is clear that the training , instruction, or education must be for 
the learners. The focus must be on the learner’s needs not on facilitator’s or organiza-
tion’s needs. 
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Student Notes:  

10.  Experience

Instructor Notes:  The experience principle is that the more you factor the experience of 
the learners into the design and delivery of training, the more effective the learning out-
come. A lot of this consideration applies to the primary trainer, or facilitator. 

Student Notes:  

11.  Autonomy

Instructor Notes:  Adults learn best if they take charge of their learning.They need all 
these attributes to succeed. Most examples of good training include many elements of 
learner autonomy. 
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Student Notes:  

12.  Action

Instructor Notes:  In training (and learning), application is very important. There needs 
to be an action mindset with all training activities. If a great lecture or online module is 
developed but there is no way forecasters can go back and apply what is taught opera-
tionally, then any interest in that subject is quickly forgotten. That is why simulations are 
usually rated as the highest things on workshop evaluations, because the lessons 
learned in simulations can be easily practiced back on the job. 

Student Notes:  

13.  Training Approaches and Learning Activities

Instructor Notes:  The bottom line on adult learning principles is that training can be a 
waste of time , for all involved, if it doesn’t work. If the focus of the training is on the learn-
ers – their needs and characteristics, the chances of success skyrocket.  There are lots 
of innovative training approaches and many, many learning activities that have been 
shown to be successful with adults.  The four types , according to Clark (1998) are: 
receptive, directive, guided discovery, and exploratory. Which one works best with a 
trainee depends upon the individual characteristics of the learner.  Receptive is most 
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used, but least effective. Directive learning provides trainer and organization with the 
greatest control. The side effects are decreased learner activities and more narrow, 
transfer of learning potential. 

Student Notes:  

14.  Training Approaches and Learning Activities

Instructor Notes:  These are from Table 5-1 of Stolovitch and Keeps (2003) book. To 
summarize, all types are different ways of approaching training. All have a place in train-
ing, but the receptive approach is the most frequently used method, and it should be the 
least often employed. It is telling, not training. Guided Discovery is excellent, balanced 
training approach for encouraging learner initiative under safe conditions. Learning 
results are usually stronger and more fluid (can be transferred to a broad range of situa-
tions). 

Student Notes:  

15.  Training Approaches and Learning Activities

Instructor Notes:  Exploratory learning is powerful for sophisticated, capable learners. It 
allows for greater individualization and personalization of learning. However, it requires 
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sufficient resources, decreases trainer control, and is unpredictable in terms of specific 
outcomes.   

Student Notes:  

16.  Evaluation

Instructor Notes:  Graphical representation (from Hopkins, 1998) of the three interact-
ing components of the educational process. Evaluation is needed in training to determine 
the extent of learning the knowledge or skills (level 2). Measurement of performance of 
newly acquired skills is a type of level 3 evaluation.  

Student Notes:  

17.  Evaluation – The 4 Levels

Instructor Notes:  The 4 levels of evaluation were initially defined from Kirkpatrick 
(1959). In addition, some training practitioners refer to a 5th level , Return on Investment 
(ROI), developed in the 90s as business human resource divisions determined the need 
to measure monetary effects of training investments. In the AWOC, we will be evaluating 
at the first 3 levels. Evaluation of training at level 1 typically is about perceptions and has 
little else to offer trainers (Hodges, 2002). Level 2 evaluation is used to determine the 
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extent that the trainee was able to meet the learning objectives. The evaluation tool , 
usually an objective based test, measures the extent to which the trainees acquired the 
knowledge or skills specified in the training program (or course). The purpose for Level 3 
evaluation is to determine the extent to which the training program (or course) has met 
its performance objectives (we have these for each instructional component in AWOC). 
Level 3 evaluation in AWOC will help WDTB and others determine the extent to which 
forecasters have been able to apply or transfer the knowledge gained or skills acquired , 
to the job.  Note there are often factors external to the training course design and imple-
mentation, and learner actions, that enable or disable successful outcomes in a level 3 
evaluation. Some of these factors include inadequate office time/support from manage-
ment to compete training, and poor facilitator (coaching) support. The purpose for level 4 
(often called impact evaluation) is to determine the degree to which the training program 
has met its business objectives, or goals. These expectations are often determined by 
stakeholders (those who have a vested interest in the program) and could include mea-
suring output increases, cost savings, timesaving, and quality improvement (Phillips, 
1997). The evaluator may conduct an ROI analysis as part of this evaluation. 

Student Notes:  

18.  2. Simulations in AWOC:  Collaborative 
Development of Expertise (CDE)

Instructor Notes:  AWOC simulations will facilitate learning via a technique called Col-
laborative Development of Expertise. As the name implies, the goal is to develop exper-
tise (refer to IC Core 3, Lesson 1 for more on expertise), and do so by forming a trainer-
trainee partnership. The important element of simulations run in this fashion is the 
exchange of ideas which takes place between trainer and trainee. The simulations can 
be very focused, maybe not something you are as familiar with.  It involves having 
focused objectives when going through simulations and evaluating their outcome. This is 
different than just experiencing a data case.  Much of the information presented here 
results from work done by Klein Associates to tailor CDE techniques for simulations in 
AWOC.  
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Student Notes:  

19.  CDE Development

Instructor Notes:  CDE was something developed for the Navy to use during cross-oce-
anic travel. Simulations were fit into whatever time period was available for the 
trainee…sometimes a couple hours but sometimes just 20 minutes here and there. Other 
domains have since been able to apply this concept.  The result takes an On-the-Job 
Training type process which is heavily focused around mentoring. 

Student Notes:  

20.  CDE strategies given to the trainer

Instructor Notes:  The strategies given to the trainer in doing simulations (and by the 
way, anyone with expertise in one area or another can be a trainer in that area) are listed 
here.  These strategies all involve sharing knowledge and expertise.  They try to get at 
reasoning, not just action. 
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Student Notes:  

21.  Setting the right climate

Instructor Notes:  In any learning environment it is very important for the learner to 
know everything is fair game. Think of the best learning  you’ve been able to do in your 
life. It has more than likely been in a situation in which it was ok to ask questions and 
make mistakes. In those environments, you feel free to ask long standing questions 
about stuff you were “suppose to have learned’ long ago but never really grasped, and 
as time went on, the opportunity to ask without feeling stupid never really presented 
itself. 

Student Notes:  

22.  Roles and responsibilities of the trainer

Instructor Notes:  Motivation, not cheerleading, is what we’re after. Motivation in this 
context is meant to show the trainee why they should put forward the effort. Students 
should have an expectation of the learning effort needed. The effort should pay off with a 
better understanding of the task, which can lead to better decision making and perfor-
mance results. 
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Student Notes:  

23.  What makes effective One-On-One Training?

Instructor Notes:  Research has shown that some of the most effective learning is 
accomplished with one-on-one training where the trainer and trainee work together as a 
team. The trainer’s job is to guide and interject. They should be checking to make sure 
that the trainee knows everything they need to before the training begins. They should 
also make some assessment as to what the trainee is “thinking”. This is not easy to do 
but can be helped by discussion or by using evaluation tools.  Finally the trainer should 
look at the actions and see if they make sense based on what the trainee has shared so 
far. 

Student Notes:  

24.  CDE: A trainer-trainee partnershipTraining 
strategies for the trainer

Instructor Notes:  These are some of the questions that a trainer could ask to solicit 
feedback in the “knowing” category.  Of course, these would be tailored to the individuals 
particular domain and simulation. 
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Student Notes:  

25.  CDE: A trainer-trainee partnershipTraining 
strategies for the trainer

Instructor Notes:  Questions which try to get into a trainee’s thinking process usually 
involve getting at the reasoning behind decisions or actions.

Student Notes:  

26.  CDE: A trainer-trainee partnershipTraining 
strategies for the trainer

Instructor Notes:  They may also go beyond current actions to get at a higher order of 
thinking such as contemplating possibilities, sort of thinking ahead. 
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Student Notes:  

27.  CDE: A trainer-trainee partnershipTraining 
strategies for the trainer

Instructor Notes:  This is the action step.  Knowing background information is one thing. 
Thinking about what it means is the next.  Actually doing an action as a result is the final 
step.  You will find in later instructional components that the Know, Think, and Do steps 
can be related very well to the three levels of situation awareness (IC Core 2 Lesson 1: 
perception, comprehension and projection).

Student Notes:  

28.  Roles and Responsibilities of the Trainee

Instructor Notes:  This is what really sets this training apart from other training 
approaches is that the trainee is being assigned an active role in the process, with rules 
of engagement but also strategies (tools) to gain the required knowledge and skill.
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Student Notes:  

29.  CDE: A trainer-trainee partnershipLearning 
strategies for the trainee

Instructor Notes:  Here’s is what the trainee is expected to contribute in a simulation 
using CDE strategies. It mainly involves discussion and asking questions when you don’t 
know what to do or why something should be done. 

Student Notes:  

30.  CDE: A trainer-trainee partnershipLearning 
strategies for the trainee

Instructor Notes:  It is fair game to get into the thinking process of the trainer. Discuss 
possible actions. Discuss why or why not one course of action might work out better than 
another. 
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Student Notes:  

31.  What does this look likein action?

Instructor Notes:  So using the simulation as a mechanism to assess learning, the 
trainer can see if knowledge can be applied correctly. 

Student Notes:  

32.  Example 1: Virtual Reality Simulation

Instructor Notes:  We have identified 2 types of simulations that we will provide with 
AWOC, each with a different way of operating and a different goal.  The first is a “Virtual 
Reality” Simulation. In this type of simulation, the flow of the data mimics that in real time. 
The trainee goes through tasks as they would in real life. During this simulation, the 
trainer will note the process used by the trainee. They can do this on a form called an 
“Observation and Assessment Record” (OAR).  They are making notes on here to use in 
the debrief.  You can see a copy of this form on the next slide.  After the exercise, the 
trainee fills out a self-evaluation OAR.  Then both the trainer and trainee discuss their 
findings and their perspectives. 
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Student Notes:  

33.  Observation and Assessment Record 
(OAR)Trainer Form –Filled out during event

Instructor Notes:  This is the form the trainer would fill out as the event is worked.  
These categories and subcategories can be tailored to fit the office focus, the student 
need, or the simulation itself. 

Student Notes:  

34.  OAR Form - Trainer, example

Instructor Notes:  An example of the kind of stuff a trainer might fill out during an event. 
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Student Notes:  

35.  OAR FormTrainee Form - Filled out after event

Instructor Notes:  This is the form the trainee fills out at the end of the simulation. 

Student Notes:  

36.  OAR – Trainee Form, example

Instructor Notes:  A sample of the type of things a trainee might  fill out. You get to 
assess yourself in the same areas as the trainer did. Sometimes we can be our own 
worst critic and we’ve actually done better than we think. On the other hand, sometimes 
we can think we’re doing well but really we are totally unaware of just how bad things 
have gotten. Comparing this form with the similar one from the trainer can be very 
revealing.  Generally, both parties learn something during the ensuing discussion.  This 
effort can point to areas which need attention. This might be help with the understanding 
of a conceptual model. Or it might be some work with the software (using WARNGEN, for 
ex). It could also show very effective strategies used by the learner which had not been 
considered by the trainer. It really is a two-way street. 
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Student Notes:  

37.  Example 2: Interval-based Simulation

Instructor Notes:  The second type of simulation we’ve provided in AWOC is an “Inter-
val-Based” simulation. This is a very different type of simulation and unlike the Virtual 
Reality simulation, we are not trying to totally duplicate the real world.  The goals can be 
extremely focused on very specific learning objectives. That may feel counter-intuitive for 
some but the goal is to take something which was taught, and see if it can be practiced.  
In this type, the simulation will run as normal for a period of time, and then be “paused”.  
The trainee will answer a series of questions. The questions are on the form (slide 40) 
and attempt to assess the trainee’s Situation Awareness, hence the “Situation Aware-
ness Decision Requirements Table” (SADRT) form. 

Student Notes:  

38.  Interval-based simulation using SADRT

Instructor Notes:  This is some background on the use of the SADRT form. This form is 
modified to fit the domain in which the simulation is occurring. The goal is to get “inside” 
the trainee’s head and look at their process and reasoning.  FYI - This tool was originally 
developed for use by those in nuclear power plants during simulations of not-so-routine 
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events.  It was then modified and is used in real-time critical events by the shift leader 
who gets input from the entire operational team. This gives him/her a quick status of 
events based on everyone’s perceptions…a sort of 1 minute SA time-out to make sure 
nothing is being missed! 

Student Notes:  

39.  How SADRT is used in simulations

Instructor Notes:  In using the SADRT during simulations, the simulation will be paused 
at points unknown to the trainee. The trainee will take 1-2 minutes to quickly fill this out, 
mainly jotting things to prompt their memory, while keeping in mind the objectives of the 
simulation.  The trainer on the other hand, has an “idealized” answer key…one which 
would  reflect “perfect” SA.  It’s not that anyone expects you to always have perfect SA 
(this is very difficult for lots of reasons). It’s just to see and compare.  Trainer and trainee 
then discuss their respective “solutions” and take a few minutes to see why their answers 
are different. Some strategies or areas on which to focus might be discussed. The pro-
cess here is to develop critical thinking skills through the discussion.  After 5-10 minutes, 
the simulation is resumed. The trainee almost always feels more in control after going 
through the process at the first stop time. As many stops as are needed can be included 
in this simulation. Generally, the stop times have been associated with key decision 
points in the simulation. At the end, the trainer and trainee can again look at areas which 
are being done well, and areas which can benefit from additional resources or training. 
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Student Notes:  

40.  SADRTFilled out by trainee at stop times

Instructor Notes:  The questions are fairly generic, as opposed to filling out a “check 
list” of items. SA is what is in your head at any moment in time, what your awareness 
level is. Fill this out keeping in mind the specific objectives of this simulation. 

Student Notes:  

41.  SADRT…an example

Instructor Notes:  Here’s the kind of stuff you might have in a filled out SADRT at a stop 
time.  Of course, you wouldn’t be stopping to make a word document and would likely 
just jot down notes and abbreviations. 
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Student Notes:  

42.  Review

Instructor Notes:  

Student Notes:  

43.  Contact Information

Instructor Notes:  
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Student Notes:  

44.  References

Instructor Notes:  

Student Notes:  

45.  References

Instructor Notes:  
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Student Notes:  
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1.  Situation Awareness and Decision Making in a 
Warning Environment

Instructor Notes:  Welcome to IC Core 2, Situation Awareness and Decision Making in 
a Warning Environment!

Student Notes:  

2.  Overview

Instructor Notes:  Situation Awareness and Decision Making in a Warning Environment 
is divided into 5 lessons, each of which is a separate on-line module. There is one exam 
for all 5 lessons of IC Core 2. 

Student Notes:  

3.  Learning Objectives

Instructor Notes:  Here are the Learning Objectives for IC Core 2. The objectives that 
apply to each lesson will be repeated at the beginning of each lesson. The Learning 
Objectives will be tested when you take the on-line exam for IC Core 2.
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Student Notes:  

4.  Learning Objectives

Instructor Notes:  Here are the remaining Learning Objectives for IC Core 2. The objec-
tives that apply to each lesson will be repeated at the beginning of each lesson and will 
be tested using a single on-line exam for IC Core 2.

Student Notes:  

5.  Performance Objectives

Instructor Notes:  The Performance Objectives for IC Core 2 apply during this course 
as well as after completion. Though they are not tested formally, questions related to 
these Performance Objectives will be posed during the course simulations. 
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Student Notes:  

6.  Situation Awareness and Decision Making in a 
Warning Environment

Instructor Notes:  Lesson 1 will focus on the elements of the Warning Process, which 
includes both meteorological and non-meteorological factors. There is also a section on 
analytical and intuitive decision making, and the role of intuition in the warning “domain”.

Student Notes:  

7.  Lesson 1: The Warning Process and the Role of 
Intuition

Instructor Notes:  Lesson 1: The Warning Process The Learning Objective associated 
with this lesson addresses analytical and intuitive decision making. 
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Student Notes:  

8.  Information Processing in a Warning Environment

Instructor Notes:  There are so many different types of information that must be pro-
cessed to make a warning decision. Using each of these data sources effectively is diffi-
cult, since the strengths and limitations of each data set must be well understood. Also, 
the update times of the various data sources vary, which requires mental tracking.  This 
lesson will take a particular look at the contribution of “gut feeling”, which is your intuition.

Student Notes:  

9.  Decision to Warn, The Sum of All Inputs

Instructor Notes:  “Beyond a reasonable doubt” is a level of certainty that is very rare in 
warning decisions. We would like to operate at that level, but most often, a warning is 
issued because the “preponderance of the evidence” supports it. If you find yourself 
delaying making a warning decision by waiting for a higher level of certainty, think about 
this concept. Perhaps you are waiting for a level of certainty that is not going to exist.  
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Student Notes:  

10.  The Warning Process

Instructor Notes:  Among these elements of the warning process, we will first focus on 
Anticipation. Anticipation is based on your threat assessment, which is hopefully an 
ongoing process. Threat assessment and monitoring the mesoscale environment cre-
ates your expectations. Those expectations affect the data cues that you will be looking 
for. An example would be an expectation of large hail leading you to look for hail spikes 
in the radar base data. 

Student Notes:  

11.  Before You See Radar Data…

Instructor Notes:  This animation depicts the “tipping of the scales” of a warning deci-
sion before looking at radar data. The climatology, synoptic, and mesoscale factors all 
affect the warning decision. In this case, the scales are moderately tipped in favor of a 
warning. You can replay the movie if you wish. 
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Student Notes:  

12.  Before You See Radar Data…

Instructor Notes:  This animation depicts a different “tipping of the scales” of a warning 
decision, where the scales are strongly tipped in favor of a warning. Consider looking at 
the same radar data given the conditions of the previous slide vs. the conditions of this 
slide. How might your expectations impact your decision to warn? Or impact how 
intensely you may interrogate radar data looking for signatures? 

Student Notes:  

13.  The Warning Process

Instructor Notes:  There are many challenges here: choosing products appropriate for 
the anticipated threat, recognizing a significant feature when you see it, knowing which 
spotter reports to rely on, and conveying the threat through language in products issued. 
Then there are numerous factors that have nothing to do with meteorology…
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Student Notes:  

14.  Non-Meteorological Factors

Instructor Notes:  Your work environment is known as a “domain” by those who study 
decision making. The WFO domain is a particularly complex one, especially during a 
warning event. There are things that can be done to mitigate some of the potential 
chaos, which will be presented later in Core 2 and in other parts of the AWOC Core track.  

Student Notes:  

15.  Cognitive Load, A Limited Resource

Instructor Notes:  The total mental activity for working a task is called cognitive load. 
This involves cognitive work done at the conscious and sub-conscious level. These con-
cepts will be explored later in IC Core 2. The key thing to remember is that no matter how 
skilled a human may be, cognitive activities are in total a limited resource. Intuition is an 
important part of cognitive load and will be discussed in the next few slides. One of the 
ways to learn to use intuition effectively is to understand that it may be experienced as 
either a conscious thought or an emotion (gut feeling). 
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Student Notes:  

16.  Decision Making Involves both Intuition and 
Analysis

Instructor Notes:  Our decisions are always processed with some combination of analy-
sis and intuition….this is not an either/or relationship. Some environments are more 
favorable to the different decision making approaches. For examples, buying a car is 
(hopefully) going to be largely an analytical decision, while deciding to get out of a burn-
ing building is (hopefully) largely an intuitive decision. 

Student Notes:  

17.  Analytical Decision Making

Instructor Notes:  The process of analytical decision making has the following steps. 
We begin by identifying the available options. Then the pros and cons of each option are 
evaluated. Based on the those pros and cons, the best option is determined.
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Student Notes:  

18.  Analytical Decision Making

Instructor Notes:  Given the analytical process, the most favorable conditions start with 
environments that do not have significant time pressure. There is time to identify multiple 
options. Identifying and evaluating the pros and cons of each option is the next step, 
which also requires time and computations, sometimes rather complex ones. A thorough 
analysis process results in finding the best option.   

Student Notes:  

19.  Intuitive Decision Making

Instructor Notes:  Intuitive decision is usually triggered by pattern recognition of some 
sort. The data cue that triggers your intuition reveals the next steps to take, such as 
which additional data to look for, formulating your expectations and how to respond. This 
process is usually a conscious one. As you gain more expertise, it can also be nearly 
instantaneous and the next steps occur without conscious thought (at least initially!).  
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Student Notes:  

20.  Intuitive Decision Making

Instructor Notes:  The favorable conditions for intuitive decision making are much differ-
ent. There is significant time pressure in these environments. Things are happening 
quickly and there is a lot of uncertainty…it is a dynamic situation. Frequently, lives are at 
stake. 

Student Notes:  

21.  The Role of Intuition

Instructor Notes:  Gary Klein is a psychologist who has studied decision makers in their 
environments. He has written about the importance of the use of intuition among experts 
in dynamic environments. Intuition comes from experience, but that is not the same as 
expertise. Intuition is your experience speaking to you, but using it effectively involves 
expertise. An intuitive response may be a conscious thought or just a feeling. Experts 
have learned to respect that response and use it as a prompt to take the next step. 
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Student Notes:  

22.  Experts in Dynamic Domains Often Use Their 
Intuition

Instructor Notes:  The expert warning forecaster has many things in common with 
experts in other dynamic domains that use both their intuition and their analysis to make 
decisions. Recognizing a significant pattern can occur consciously (aha! I know what this 
is and I know what to do) or sub-consciously (a feeling that this is significant). There may 
be additional data cues to look for and decisions to make. The point here is that the intu-
itive response can be the beginning of a process that leads to a warning decision. 

Student Notes:  

23.  The Role of Intuition

Instructor Notes:  The “aha” intuitive response happens when the data do fit a known 
pattern…”it makes sense”. The remaining steps follow quickly. If additional information is 
needed, you know what you are looking for. You also know what you are going to do.  
The other possibility is that the data do not fit a pattern…”it doesn’t make sense”. This 
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often involves stepping back and doing some re-evaluating.  In each case, the expert 
knows what to do following the intuitive response. 

Student Notes:  

24.  “It Just Didn’t Look Right”

Instructor Notes:  In this event, the forecaster was concerned about the algorithm 
detections, but the signatures in the radar base data conflicted with the TDA results and 
the environment was not favorable for tornadoes. The sense that something wasn’t right 
led him to seek additional data cues and maintain the warning status as Severe Thunder-
storm. 

Student Notes:  

25.  Decision Points

Instructor Notes:  The decision making for a warning event can be represented by a 
maze. The intuitive response often leads to the next step…with additional data cues to 
look for or perhaps going directly to issuing a warning. When examining your warning 
decision making, consider the role of intuition. 
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Student Notes:  

26.  Final Quote

Instructor Notes:  Intuition can be a powerful tool, but it is not the only tool. It is just a 
part of the process of analyzing the radar base data, assessing the near storm environ-
ment and assimilating reports. 

Student Notes:  

27.  Situation Awareness and Decision Making in a 
Warning Environment

Instructor Notes:  This concludes Lesson 1: The Warning Process and the Role of Intu-
ition. There are four remaining lessons for IC Core 2.
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Student Notes:  

28.  Questions?

Instructor Notes:  If you have questions about the material from IC Core 2, first check 
with your AWOC facilitator (most likely your SOO). If your AWOC facilitator cannot 
answer your question, please send an email to awoccore_list@wdtb.noaa.gov.

Student Notes:  
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1.  Situation Awareness and Decision Making in a 
Warning Environment

Instructor Notes:  Lesson 2 will focus on the Situation Awareness (SA) of an individual. 
This lesson will take a look at the three different levels of SA, as well as examples of fail-
ures at each level. 

Student Notes:  

2.  Lesson 2: Individual SA

Instructor Notes:  The Learning Objectives for Lesson 2 apply to the definitions, exam-
ples, and failures of each of the three levels of SA. The objectives also address factors 
that can impact getting and maintaining SA. The Learning Objectives will be tested when 
you take the on-line exam for IC Core 2. 

Student Notes:  
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3.  Lesson 2: Individual SA

Instructor Notes:  The Performance Objectives for Lesson 2 apply during this course as 
well as after completion. Though they are not tested formally, questions related to these 
Performance Objectives will be posed during the course simulations. Developing SA in 
the “domain” of the warning environment is a skill that evolves over time and is an impor-
tant asset in making sound warning decisions.

Student Notes:  

4.  Situation Awareness: The Ability to Maintain the Big 
Picture

Instructor Notes:  Looks like one of the individuals is lacking SA in this domain…

Student Notes:  
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5.  SA Helps You Anticipate

Instructor Notes:  SA supports your expectations. It also supports the process of shift-
ing expectations during an event. 

Student Notes:  

6.  What SA is Not

Instructor Notes:  SA is not something that you are born with. The ability to acquire SA 
is learned, and SA must be acquired for each domain. You already have SA in many 
domains in your life…for example, driving a car. 

Student Notes:  

7.  SA Research Has Been Ongoing in Many Domains

Instructor Notes:  SA has been studied for many years in other domains. Here are 
examples of research papers from NASA, the FAA and others. There are many things in 
the NWS warning environment that are common to the military, aviation, emergency 
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medicine, nuclear power, and other domains. All require decision making in high stress 
environments with significant uncertainty, time pressure and lives are often at stake. 

Student Notes:  

8.  Situation Awareness, Definition

Instructor Notes:  There are three levels of SA, as defined by Mica Endsley. Each level 
will be examined separately. Notice that none of these definitions involves making a deci-
sion! SA forms the framework for making decisions.

Student Notes:  

9.  Situation Awareness, Level 1

Instructor Notes:  Level 1 SA involves simply seeing the relevant data in the domain. 
Since there is such an enormous volume of data available in the warning environment, 
success with level 1 SA requires looking at what is most appropriate. However, the most 
pertinent data may be unavailable, masked by system design or it may require a great 
deal of effort to find. 
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Student Notes:  

10.  Situation Awareness, Level 2

Instructor Notes:  Level 2 SA involves your ability to comprehend the data and recog-
nize patterns. In this example, you may understand the significance of a hook echo (and 
were able to see it in the data – level 1). The added significance of the high dBZ value in 
the tip of the hook is also (hopefully) comprehended. The radar beam is reflecting back 
from debris which has been lofted into the circulation.

Student Notes:  

11.  Situation Awareness, Level 3

Instructor Notes:  Level 3 SA involves mentally projecting this feature forward in time 
and understanding the associated consequences. With level 3 achieved, the decision on 
what to do next is usually straightforward.  Note that attaining the three levels of SA is not 
the same as making a decision. 
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Student Notes:  

12.  SA vs. Making a Decision

Instructor Notes:  Though there are three levels of SA, none of these levels involves 
making a decision. Once all three levels of SA are achieved, the decision directly follows. 
SA provides the framework for making a decision. 

Student Notes:  

13.  Attaining and Maintaining Individual SA

Instructor Notes:  SA can be enhanced if the domain is designed to support human 
attention, which is a limited resource. Our attention manages multiple data streams, as 
well as their relative priority. Attention must also function to screen out information that is 
not relevant. Irrelevant information is essentially noise, whether it is visual or audible. It is 
important that the domain (systems and people) does not overly tax human attention, 
and appropriate design can support attention.  
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Student Notes:  

14.  Attaining and Maintaining Individual SA

Instructor Notes:  Another limited resource is working memory, where the data chunks 
found by our attention are stored. Working memory can support a limited number of 
these data chunks. We need enough of these data chunks to identify patterns in the data. 
Pattern recognition is critical for comprehension of the data. Hopefully, your working 
memory has enough chunks of relevant data to recognize relevant patterns!                                                                                          

Student Notes:  

15.  Attaining and Maintaining Individual SA

Instructor Notes:  You don’t go around all the time thinking about HP supercells, but 
patterns associated with them reside in long term memory. This is where a number of 
conceptual models for severe weather would be stored. The conceptual model provides 
the necessary connections among the chunks of data in working memory. Accessing a 
conceptual model from long term memory during an event may not be conscious, but 
that feeling of “I’ve seen this before” means something!
7 of 20



Warning Decision Training Branch
Student Notes:  

16.  Attaining and Maintaining Individual SA

Instructor Notes:  Workload has a significant impact on SA, and it can be made man-
ageable. Automation has increased so much in many domains. It can decrease workload 
for routine tasks, However, it can increase workload for significant or unexpected events. 
You’ll be hearing a lot about unexpected events in the AWOC Core track modules. The 
good news is that many aspects of workload are controllable.  

Student Notes:  

17.  SA and Workload

Instructor Notes:  We’ll start with low SA and high workload. This means you don’t 
know what’s going on and you’re working too hard to find out. In aviation, this is known 
as “flying behind the plane”. The next possibility is that you have high SA, but you are 
working  too hard to maintain it. This is dangerous because it is not sustainable! How 
about low SA and low workload? You don’t know what’s going on and you aren’t trying to 
find out. Maybe you’re in “that doesn’t happen here” mode? The goal is to maintain high 
SA with a low workload . This doesn’t mean that you are bored, but that the information 
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flow is manageable. If you aren’t operating in the high SA, low workload area, find out 
why and fix it! More about how to do that later.  

Student Notes:  

18.  SA and Workload

Instructor Notes:  Why is workload so important? Appropriate storm interrogation 
requires proactive analysis of the radar base data. Sectorizing can ensure that each 
warning forecaster has a manageable number of storms to interrogate.

Student Notes:  

19.  Sectorizing and SA

Instructor Notes:  Sectorizing can have great benefits. In this example, there are three 
sectors, based on geography. The workload is divided such that each individual can 
maintain higher SA. The challenge with sectorizing is the need for an overall coordinator, 
providing oversight and “event level” SA. Storms may need to be passed from one sector 
to the next or sectors redefined. A designated warning coordinator can oversee this pro-
cess and ensure that the event overall is managed.  
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Student Notes:  

20.  Workstation Configuration 

Instructor Notes:  Workstations can also be configured to support your SA. There are 
many possible configurations. In this example, two monitors are set up for storm scale 
and mesoscale analysis, respectively. The third monitor is set up to process warnings. 

Student Notes:  

21.  SA and Workload, One Final Comment

Instructor Notes:  A recommendation from one of the WDM IV workshop field present-
ers! During a largely successful event, one thing that wasn’t expected was a visit from 
the media. Having an extra person available for the unknowns can make a huge differ-
ence, and keeping that extra person available is the coordinator’s decision. Though the 
warning coordinator may be able to do short interviews, his/her SA may be lost if too 
much time is spent away from maintaining the big picture. 
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Student Notes:  

22.  Failures in Situation Awareness

Instructor Notes:  There are many different ways that each of the three levels of SA 
might fail. Denial is only one of the possibilities, but it was a factor in the loss of the 
Andrea Gail. 

Student Notes:  

23.  Level 1 Failure: What May Prevent Perceiving Data

Instructor Notes:  Level 1 SA is all about seeing the most relevant data. An important 
example for warning operations would be the masking of radar data by range folding. 
This problem can often be mitigated by changing the VCP, or editing the Doppler PRF, 
but workload may get in the way. Sometimes relevant data gets overlooked because it is 
embedded in too much irrelevant data. An example might be loading multiple AWIPS 
procedures that aren’t really personalized for you. Inexperience may mean that you don’t 
yet know what is the most relevant. Distractions and a high workload can negatively 
impact any of these contributors.  
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Student Notes:  

24.  Level 1 Failure: What May Prevent Perceiving Data

Instructor Notes:  In this example, there is a storm viewed from two different radars, but 
there are data quality problems with the velocity products. From one viewing angle (left 
side of slide) part of the storm is embedded in range folding, while the other viewing 
angle (right side of slide) has a velocity dealiasing failure. These data uncertainties can 
cause a level 1 SA failure with respect to the radar data. Hopefully, alternatives exist, 
such as changing the VCP or the PRF, or having good spotter information. 

Student Notes:  

25.  Failure in Level 1 SA, NWS Example

Instructor Notes:  Here’s an NWS example of a level 1 failure, drawn from a Root 
Cause Analysis exercise, which you will get to do as part of Core 3. This event was a 
missed hail event. The most relevant data was at the mid and high levels, but it was 
missed because they were only looking at the lowest four elevations. This “failure to 
seek” was based on a poor mental model, which drove expectations, which drove the 
data choices. More about the impacts of poor mental models later…. 
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Student Notes:  

26.  Failure in Level 1 SA, NWS Example

Instructor Notes:  Other NWS examples presented in IC Core 2 are drawn from service 
assessments or presentations from field representatives at WDTB workshops. In this 
case, a tornado developed from a storm that was in an area of range folding. Perhaps 
the staff was unfamiliar with the procedure to change the PRF, weren’t sure about an 
alternate VCP or just didn’t have time to do either. Since the storm was at long range, 
perhaps looking at an adjacent radar would have been helpful. The workload was over-
whelming, likely contributing a great deal to the lost perception of the significance of this 
storm. Additional staff and/or sectorization may have mitigated the workload impact. 

Student Notes:  

27.  Level 2 Failure: What May Prevent Comprehending 
Data

Instructor Notes:  In the warning environment, level 2 SA requires comprehension of 
multiple data streams (radar images, spotter reports, near storm environment data) to 
support the pattern recognition and build the connection to the conceptual model. If the 
13 of 20



Warning Decision Training Branch
relevant data are seen but not understood, level 2 SA with respect to a conceptual model 
may be lost. Lack of experience can limit comprehension, even if the data are readily 
available. Distractions and a workload that is too high can also compromise level 2 SA.

Student Notes:  

28.  Level 2 Failure: What May Prevent Comprehending 
Data

Instructor Notes:  In this example, the view from radar A depicts a storm with very high 
dBZs in its core, which would make hail a suspected threat. However, the view of the 
same storm from an adjacent radar reveals a 3 body scatter spike. If you understand 
what that means, your level 2 SA on this storm now includes the likelihood of very large 
hail. The 3 body scatter spike adds significant additional information, if you understand 
what it means. 

Student Notes:  
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29.  Failure in Level 2 SA, NWS Example

Instructor Notes:  In this NWS example from an AWOC RCA, the conceptual model of a 
flash flood was “not used”. Since the threat was thought to be minimal, the data chunks 
were not being put together. The other contributors were an overwhelming workload and 
a lack of experience.

Student Notes:  

30.  Failure in Level 2 SA, NWS Example

Instructor Notes:  In this event, a storm had previously produced a tornado, but a 
delayed report of the tornado was not relayed to the warning forecaster in real time. 
Additionally, the ability of the warning forecaster to interrogate the storm was compro-
mised by inadequate RPS lists. The conceptual model of this tornadic supercell might 
have been better understood if the tornado report was passed on and the storm had 
been more thoroughly interrrogated. 

Student Notes:  
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31.  Level 3 Failure: What May Prevent Correctly 
Projecting Data

Instructor Notes:  Level 3 SA requires a thorough understanding of conceptual models, 
sufficient to predict future threats. So lack of experience or lack of a relevant conceptual 
model (or both) greatly impact level 3 SA. The data streams used in warning decisions all 
have strengths and limitations, which must be understood. A storm’s expected future 
behavior may be incorrect or inconclusive due to data limitations. The combination of lim-
itations from radar and near storm environment may result in projections that are in con-
flict or in error.  The storm’s impact must also be projected, such as passing through 
populated areas or crowded outdoor events. 

Student Notes:  

32.  Level 3 Failure: What May Prevent Correctly 
Projecting Data

Instructor Notes:  Conceptual models must be familiar for both Level 2 and 3 SA. In this 
example, a storm has previously produced a tornado. Now the radar data shows a lower-
ing top, lower max reflectivity and a weakening circulation. The near storm environment 
is not significantly different, so the question to ask is how does this behavior fit the model 
of a tornadic supercell?
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Student Notes:  

33.  Failure in Level 3 SA, NWS Example

Instructor Notes:  In this example, the radar features were assumed to mean that the 
storm was weakening and the warning was allowed to expire. The cyclic nature of torna-
dic supercells was not sufficiently understood, thus not projected. This level 3 failure 
resulted in a reactive tornado warning with little lead time. 

Student Notes:  

34.  Three Levels of SA, NWS Example

Instructor Notes:  As an exercise, take a look at this excerpt from a regional weather 
discussion. Identify the different levels of SA represented in the phrases. Statements of 
perceived data represent level 1. Statements of the meaning of the data represent level 
2, and statements projecting the consequences of that meaning represent level 3.  
17 of 20



Warning Decision Training Branch
Student Notes:  

35.  Three Levels of SA, NWS Example

Instructor Notes:  

Student Notes:  

36.  SA Summary

Instructor Notes:  In summary, SA is the ability to build and maintain the big picture, 
which supports your ability to make sound warning decisions. There are several control-
lable factors, such as workload, which can support your ability to have good SA. Devel-
oping the ability to have good SA in the warning environment in the future is dependent 
on understanding how these controllable factors come together.  
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Student Notes:  

37.  Final Quote

Instructor Notes:  John Lubbock reminds us that what we perceive is often limited to 
what we are looking for. 

Student Notes:  

38.  Situation Awareness and Decision Making in a 
Warning Environment

Instructor Notes:  This concludes Lesson 2: Individual SA. There are three remaining 
lessons for IC Core 2. 
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Student Notes:  

39.  Questions?

Instructor Notes:  If you have questions about the material from IC Core 2, first check 
with your AWOC facilitator (most likely your SOO). If your AWOC facilitator cannot 
answer your question, please send an email to awoccore_list@wdtb.noaa.gov.

Student Notes:  
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1.  Situation Awareness and Decision Making in a 
Warning Environment

Instructor Notes:  Lesson 3 will focus on the Situation Awareness (SA) of teams. The 
“teams” in this lesson are not limited to the forecast office staff. For example, another 
team would be the entire group comprised of the forecast office, the media, and emer-
gency managers, who are all part of the warning effort. 

Student Notes:  

2.  Lesson 3: Team SA

Instructor Notes:  The Learning Objective for Lesson 3 applies to factors that affect get-
ting and maintaining team SA. The Learning Objectives will be tested when you take the 
on-line exam for IC Core 2. 

Student Notes:  
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3.  Lesson 3: Team SA

Instructor Notes:  The Performance Objectives for Lesson 3 apply during this course as 
well as after completion. Though they are not tested formally, questions related to these 
Performance Objectives will be posed during the course simulations. Developing SA in 
the “domain” of the warning environment is a skill that evolves over time and is an impor-
tant asset in making sound warning decisions.

Student Notes:  

4.  Team SA, A Shared Understanding

Instructor Notes:  This photo was taken at a forecast office during a significant warning 
event. There are eight people working in this one area and others working elsewhere. 
The potential for communications chaos is very high and there are a number of important 
questions to consider about managing this environment.

Student Notes:  
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5.  Apollo 13 and Team SA

Instructor Notes:  The Apollo 13 mission is an interesting example of a shift in team SA. 
This large team of controllers had to build their SA sufficiently to shift the goal from mis-
sion completion to getting the astronauts back alive. Imagine the reluctance to abandon 
the mission, but lengthy resistance would have caused delays that might have prevented 
the return of the astronauts. 

Student Notes:  

6.  Flight 1549: Landing on the Hudson River

Instructor Notes:  A recent example of a significant shift in team SA is the successful 
landing of Flight 1549 on the Hudson river in January of 2009. Captain Sully had to sacri-
fice the goal of saving both the plane and passengers in order to change his goal to sim-
ply saving the passengers. Once that shift occurred, the crew shifted with him and knew 
what to do. 

Student Notes:  
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7.  Are Team Decisions Inherently Better?

Instructor Notes:  Team SA has its own challenges. Team decisions are not necessarily 
better. There are a number of things that can derail team SA, such as inability to resolve 
conflicts, poor communication, status and cultural differences. 

Student Notes:  

8.  Team SA Definition

Instructor Notes:  The definition of team SA addresses the construction of SA for each 
individual, with information shared among team members, building team SA. The quote 
from ASRS shows that the impact is significant when only one member of a team loses 
their SA. ASRS is the Aviation Safety Reporting System, a web site provided by NASA 
where pilots and crew members can report incidents anonymously. This database is also 
used by human factors researchers. 

Student Notes:  
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9.  Loss of Team SA, NWS Example

Instructor Notes:  Here’s a case of an unwarned flash flood. Each of the individuals had 
some knowledge, but it was not communicated. One person had been monitoring for 
flash flooding earlier, changed to another task, but did not delegate to someone else. 
Members of the team noted the heavy rain at different times, but nothing further was 
done. Most importantly, no one was formally assigned the task.  

Student Notes:  

10.  Team SA

Instructor Notes:  The subset of information that all team members need to know can 
be quite small. Each team member will likely have a vast amount of individual knowl-
edge, but only a portion of it needs to be shared. In the previous example, just keeping 
track of who is monitoring for flash flooding may have been sufficient for “what the team 
knows” and might have been enough for a warning.  

Student Notes:  
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11.  Team SA, Distributed Teams

Instructor Notes:  The warning process involves many teams, both internal and external 
to the NWS office. In addition to the NWS offices, HAMs/spotters, Emergency Managers, 
and the media are all members of the distributed team involved in the warning process. 
The better the communications among these groups, as well as a clear understanding of 
roles and responsibilities, the better the chance for good decision making and public ser-
vice during severe weather events. 

Student Notes:  

12.  Distributed Teams and NWSChat

Instructor Notes:  NWSChat has a unique role in the distributed teams of the warning 
process. It improves the flow of information between the NWS and its core partners. It 
allows FOs to monitor upstream impacts. Most importantly, it has the potential to build 
relationships and trust. The goals of the NWS and its core partners are ultimately the 
same, and NWSChat supports the sharing of these goals.

Student Notes:  
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13.  Distributed Teams – SA Shift, NWS Example

Instructor Notes:  In this example, the fact that a PDS Tornado Watch had been issued 
had shifted the SA of the spotters toward rotation and tornadoes. Radar was indicating 
intense supercells, but rotation signatures on radar  were minimal. No tornado warnings 
were issued, only severe thunderstorm. The forecast office was expecting hail reports 
and not getting them until a spotter reported “debris” at a distance. The NWS used ama-
teur radio to communicate to the spotters that the tornado potential was low at that time 
and that hail seemed to be the threat. Not long after, hail reports began coming in as the 
spotters shifted their SA.  

Student Notes:  

14.  “What We All Know”  The Use of Situation 
Displays

Instructor Notes:  SA displays have been used in other domains for many years and 
new technologies support more robust designs. Mission Control in Houston may be the 
best known example of a large SA display. Many forecast offices have SA displays to 
support warning operations. 
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Student Notes:  

15.  Team SA and Leadership

Instructor Notes:  Leadership can strongly affect team SA and performance…favorably 
or unfavorably! Leadership is most important in creating an environment where roles and 
responsibilities are well defined, understood and the role of each individual is valued and 
respected. Leadership sets the tone for communications among staff members. Good 
leadership can also minimize “face threat”, which is a sometimes dangerous hindrance to 
communication. At all times, the most junior member of the staff should feel comfortable 
pointing out potential errors to the most senior member of the staff. If not, there’s a 
chance that critical information may not be communicated. 

Student Notes:  

16.  Team SA and Leadership

Instructor Notes:  “Face Threat” inhibits communication, sometimes tragically. Self-
awareness on the part of senior person is just as important as assertiveness on the part 
of the journeyman. Good leadership provides an environment where communication 
between superiors and subordinates flows freely.    
8 of 16



AWOC Core Track FY12
Student Notes:  

17.  Team SA and Leadership

Instructor Notes:  The successful landing and evacuation of Flight 1549 was achieved 
due to the leadership of Captain Sully, which included his ability to communicate only 
what was needed to the crew. He also had confidence in their ability to do what they had 
been trained to do. His verbal and non-verbal communication conveyed that confidence. 

Student Notes:  

18.  Impact of Face Threat on Warning Operations

Instructor Notes:  This situation is based on a real event. “Bob” is the new intern, 
answering the phones. “Jim” is the lead forecaster, but his verbal and non-verbal mes-
sages deliver the message that he doesn’t want to be bothered and that a strengthening 
storm isn’t likely to produce a tornado. When Bob gets a report of a funnel, he is reluctant 
to share it (can you blame him?) and decides it must be invalid. The result is an 
unwarned tornado. 
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Student Notes:  

19.  Leadership, Not Limited to Management

Instructor Notes:  This type of leadership is not limited to management. It is about con-
tributing to the team rather than directing the team and everyone has the potential to do 
that. A rigid hierarchy is not needed to allow a team to perform well, with each individual 
contributing to the communications, planning, etc.

Student Notes:  

20.  Team SA and Communications

Instructor Notes:  Even in the absence of face threat, communications can suffer. Once 
again, roles and responsibilities need to be well defined and understood by all. Assump-
tions need to be avoided, so ask questions as needed for clarity. Do not share irrelevant 
information, which will vary from event to event. 
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Student Notes:  

21.  Lesson in Communications From an Experienced 
Pilot…

Instructor Notes:  This example is a personal story from an experienced commercial 
pilot, Air Force Reserve Guard unit commander, and trainer. His message is to always be 
on guard for error and to always listen to everyone on your crew. 

Student Notes:  

22.  FO Team SA Internal Communications

Instructor Notes:  Here are examples of internal communications within a forecast 
office, both good and bad. The gaps are examples of crucial pieces of information that 
were not passed to the right person…the warning forecaster needs to know in real time if 
a particular storm has previously produced a tornado. Another gap is one staff member 
telling an EM that a storm is expected to weaken and not sharing this conversation with 
the warning forecaster who was working that storm.  An example of good connections is 
the presence of a warning coordinator and all staff members having clearly defined roles 
and responsibilities.
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Student Notes:  

23.  FO Team SA External Communications

Instructor Notes:  Here are examples of external communications, both good and bad, 
between the forecast office and the media and emergency managers (EMs). One of the 
gaps results from not having adequate staff for the event, resulting in no SVSs or LSRs 
being issued. These products provide a valuable service to the media and EMs, and 
hampered the performance of these external partners. In another case, an EM talked to 
a WFO staff member and was told that a storm is expected to weaken. When the storm 
intensified and a warning was issued for that county, the EM was not notified in advance. 
Good external communications involve direct connections between the NWS and core 
partners. Use of strong language in warnings and statements helps to convey a particu-
larly high threat. 

Student Notes:  

24.  Team SA and Planning

Instructor Notes:  Pre-planning can make a significant difference during warning opera-
tions. Successful office performance often results from well defined responsibilities for 
each individual, as well as a coordinator to oversee workload and to deal with the inevita-
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ble surprises. The quote is from a service assessment of a widespread but successful 
event. Each staff member was better able to focus on their particular duties because they 
knew that all necessary operations were accounted for.  

Student Notes:  

25.  Team SA and Adaptability

Instructor Notes:  There is no single “plan” for severe weather operations. Since the 
warning environment is so dynamic, adaptability is essential. It may be necessary to call 
in more staff, adjust warning sectors, and adjust roles and responsibilities, as needed. 
Adaptability allows for a more proactive approach to warning operations, instead of reac-
tive. 

Student Notes:  

26.  Team SA and “Warning Coordinator”

Instructor Notes:  The warning coordinator has to maintain his or her own SA, which is 
“event level”. The warning coordinator does not know details such as storm scale struc-
tures, which is the focus of the warning forecaster’s individual SA. The warning coordina-
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tor manages team SA by monitoring staffing and workload, as well as monitoring the 
office’s overall message to the customer. 

Student Notes:  

27.  Team SA Summary

Instructor Notes:  In summary, team SA requires team members to maintain their indi-
vidual SA and contribute to the group SA. There are several controllable factors, such as 
well defined roles and responsibilities, effective communications, planning, adaptability, 
and managing staff workload.

Student Notes:  

28.  Final Quote

Instructor Notes:  A final word from J.R.R. Tolkien. Since we have a live dragon living 
nearby, it’s best to plan for it!
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Student Notes:  

29.  Situation Awareness and Decision Making in a 
Warning Environment

Instructor Notes:  This concludes Lesson 3: Team SA. There are two remaining lessons 
for AWOC Core 2. 

Student Notes:  

30.  Questions?

Instructor Notes:  If you have questions about the material from AWOC Core 2, first 
check with your AWOC facilitator (most likely your SOO). If your AWOC facilitator cannot 
answer your question, please send an email to awoccore_list@wdtb.noaa.gov.
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Student Notes:  
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1.  Situation Awareness and Decision Making in a 
Warning Environment

Instructor Notes:  Lesson 4 will focus on the SA Demons, which are the enemies of Sit-
uation Awareness. 

Student Notes:  

2.  Lesson 4: SA Demons: The Enemies of SA

Instructor Notes:  The Learning Objective for Lesson 4 applies to the SA demons, iden-
tifying them as well as how they can inhibit SA. 

Student Notes:  

3.  Lesson 4: SA Demons: The Enemies of SA

Instructor Notes:  The Performance Objective for Lesson 4 applies to post event analy-
sis during this course as well as after completion. Though they are not tested formally, 
understanding SA demons and their impact as part of post event analysis will improve 
your ability to build and maintain good SA in future events. 
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Student Notes:  

4.  SA Demons Overview

Instructor Notes:  Summarizing the previous lessons of Core 2, getting and maintaining 
good SA is dependent on how humans perform in the complex domain of the warning 
environment. SA Demons are elements to look for in this environment. 

Student Notes:  

5.  SA Demons Overview

Instructor Notes:  There are eight different SA demons, each of which will be defined 
and examples provided. The concept of SA demons comes from a book by Mica Ends-
ley, “Designing for Situation Awareness”. 
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Student Notes:  

6.  SA Demons: Attentional Tunneling

Instructor Notes:  In most domains, good SA requires regularly switching your attention 
among multiple data streams, also known as scanning behavior. In highly dynamic 
domains like warning operations, the number of data sources is very high and their rela-
tive importance changes. Attentional tunneling is becoming overly fixed on certain data 
sources to the exclusion of others, which means losing your scanning behavior. A some-
times tragic example from everyday life is making calls on a cell phone while driving. 
Losing your SA on the driving task for even a few moments can sometimes have terrible 
consequences. 

Student Notes:  

7.  Attentional Tunneling, NWS Example

Instructor Notes:  In this example, the day’s expectations were for a low probability of 
thunderstorms. Thunderstorms did develop in the midst of some equipment problems. 
The warning forecaster was part of the group working the problem. Since his attention 
was tunneled toward the equipment, he missed a BWER in a particularly strong thunder-
storm. The storm did produce a damaging tornado. 
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Student Notes:  

8.  SA Demons: Requisite Memory Trap

Instructor Notes:  Working or short term memory is the part of our cognitive load that 
“caches” chunks of data. Good SA (level 2) is dependent on holding sufficient data 
chunks to apply a conceptual model. Research has shown that working memory can be 
better developed, but is still a limited resource. Technology that is designed in a way that 
requires significant memory just for operating the system erodes working memory. 

Student Notes:  

9.  SA Demons: Requisite Memory Trap

Instructor Notes:  Systems that require “getting out the manual” for operations beyond 
the baseline are common in everyday life. Most microwave ovens have a myriad of fea-
tures that aren’t used because the design requires too much memory. With the WSR-
88D, there are many tasks that will optimize radar performance, but are difficult to do dur-
ing warning operations. 
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Student Notes:  

10.  SA Demons: Requisite Memory Trap

Instructor Notes:  Anticipation of events and setting parameters before the event begins 
can partially mitigate this demon. This is particularly important for tasks that require too 
much memory to be done on the fly. Examples include adjustments to AWIPS proce-
dures, RPS lists, considering potential VCPs, and radar algorithm parameter changes, 
such as the Z-R relationship. 

Student Notes:  

11.  SA Demons: Workload, Anxiety, Fatigue, and Other 
Stressors

Instructor Notes:  Workload, Anxiety, Fatigue, and Other Stressors (WAFOS) are 
human conditions common to dynamic domains. WAFOS is likely to be a significant 
issue in warning operations and should be monitored and adjusted as best possible. 
Humans usually assume that they can “keep on going” despite stressful circumstances. 
The warning coordinator can often identify someone who needs a break well before the 
individual would know.  For example, during a historic tornado event, one of the warning 
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forecasters, “Joe”, was working a supercell with a large tornado that passed through his 
neighborhood. Phone communications were down and Joe could not reach his family. 
Joe did not ask if he could leave to check on his family…the warning coordinator told him 
to go. It took awhile for Joe to find out, but his family survived despite significant struc-
tural damage. 

Student Notes:  

12.  SA Demons: Workload, Anxiety, Fatigue, and Other 
Stressors

Instructor Notes:  There are non-meteorological factors that affect WAFOS as well, tax-
ing attention and working memory. Ambiguous roles and responsibilities and poor com-
munication among team members will worsen the “distraction” that WAFOS provides. 
Face threat is a particularly damaging hindrance to team communication, and all staff 
must be aware of the potential for face threat to get in the way. 

Student Notes:  
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13.  WAFOS, NWS Example

Instructor Notes:  This example resulted in significant hail and wind damage in some 
unwarned counties. A number of factors came together to raise the WAFOS to the point 
of hindering storm recognition, internal and external communications and conveying the 
severity of the threat. 

Student Notes:  

14.  SA Demons: Data Overload

Instructor Notes:  Data Overload is a frequently cited problem in our culture. In warning 
operations, it can significantly inhibit good SA. Humans have a limited bandwidth, yet 
systems (technology and communications) are often not designed to accommodate this 
limitation. 

Student Notes:  
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15.  SA Demons: Data Overload

Instructor Notes:  One example of mitigating this demon is to graphically display current 
warnings and the number of minutes remaining for each warning. In this example, it is 
part of an overall situation awareness display.  

Student Notes:  

16.  SA Demons: Misplaced Salience

Instructor Notes:  You are probably all too familiar with red boxes and banners and the 
associated audio alarms. It is often left to the operator to investigate and determine 
which of these alarms is actually relevant. Misplaced salience with these alarms is a typ-
ical example. 

Student Notes:  

17.  SA Demons: Misplaced Salience

Instructor Notes:  A more subtle example is misplaced salience on the lack of informa-
tion. We humans tend to assume that the absence of information means that the phe-
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nomena doesn’t exist. For example, a lack of spotter reports from a storm is often 
interpreted to mean that the storm isn’t producing hail or strong winds. 

Student Notes:  

18.  Misplaced Salience, NWS Example

Instructor Notes:  In this example, there was a supercell that had previously produced a 
tornado. The office staff wanted to improve their warning statistics, and were looking 
hard for clues from the environmental data. Surface boundaries were not seen in the 
data and assumed not to be there, reducing the tornadic potential. Though the radar 
showed a strong mesocyclone, spotter reports were not available, which was interpreted 
to mean that the storm was not tornadic.  In both cases, the lack of data was interpreted 
to mean that the phenomena was not there. The radar signatures and storm history were 
given too little salience, and the storm produced an unwarned tornado.

Student Notes:  
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19.  Misplaced Salience, NWS Example

Instructor Notes:  This was a case of a missed flash flood, mainly due to the lack of 
ground truth. This occurred in a county where the officials are usually very pro-active, but 
not this time.  

Student Notes:  

20.  SA Demons: Complexity Creep

Instructor Notes:  Complexity creep is a long term problem with many science and tech-
nology driven organizations and has an impact on all three levels of SA. Training is typi-
cally proposed as the solution to this problem, though often by those who aren’t going to 
produce the training  or those who will complete it! 

Student Notes:  
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21.  SA Demons: Complexity Creep

Instructor Notes:  Complexity creep is a common trend in technology-based organiza-
tions. Here are a couple of trends in the NWS in the past several decades.

Student Notes:  

22.  SA Demons: Errant Mental Models

Instructor Notes:  Errant mental models can have an impact in different ways. Though 
the appropriate conceptual model may have been anticipated, an incomplete under-
standing of that model may hinder comprehension and projection (level 2 and 3 SA). If 
the wrong model is anticipated, the data may be incorrectly interpreted. Humans have a 
tendency to explain away cues in the data that conflict with the mental model that they 
have selected. An extreme example is an underlying assumption that “tornadoes don’t 
happen here”. The following slides have a couple of examples of conflicting data that is 
“explained away”.  

Student Notes:  
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23.  Errant Mental Model, NWS Example

Instructor Notes:  In this example, the primary threat expected is small hail and strong 
winds. No hail is reported, yet high radar rainfall estimates are assumed to be hail con-
taminated. There’s not much gage data, but no-one sought additional ground truth. The 
storms were over an area of new urban development and detention ponds were 
expected to be sufficient for runoff. The mental model of hail and winds was used to 
explain away the potentially important cues of high radar rainfall estimates over areas of 
new urban development. 

Student Notes:  

24.  Errant Mental Model, NWS Example

Instructor Notes:  This unwarned flash flood event came from an AWOC Core 3 RCA. 
The mental model of the team was based on the expectation of severe weather, but not 
flash flooding. The workload was distributed to address the severe weather threat and 
the team was very focused on that task. Unfortunately, public reports of localized flooding 
were “trivialized”. This is an example of the human tendency to “explain away conflicting 
cues”, when what is really needed is a shift in the mental model.  
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Student Notes:  

25.  SA Demons: Out-of-the-Loop Syndrome

Instructor Notes:  In many domains, much of the “routine” work that humans do forms 
the foundation of their skills. Automation of routine tasks is sometimes a good thing, but 
there is risk. In some cases, an attempt to minimize human error has sometimes resulted 
in automating as much as possible of the routine tasks, leaving the human to intervene 
only when there is a problem. This approach can result in a loss of the skills that are built 
and maintained by doing the routine tasks. It also may not allow the human enough time 
to respond, even when they know what to do.  

Student Notes:  

26.  Shady Grove Metro Stop, January 5th, 1996

Instructor Notes:  Under the assumption that letting the computers run the trains would 
minimize wear on parts, train operators were not allowed to run the trains manually, 
unless there was an emergency. This policy impairs an operator’s ability to assess a 
problem, react quickly, and be sufficiently skilled to react effectively. Automation resulted 
in a train traveling too fast for the snowy conditions. The operator was unable to react 
quickly enough to avoid this accident, which unfortunately killed him. 
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Student Notes:  

27.  Final Quote

Instructor Notes:  Aristophanes says it best…

Student Notes:  

28.  Questions?

Instructor Notes:  If you have questions about the material from IC Core 2, first check 
with your AWOC facilitator (most likely your SOO). If your AWOC facilitator cannot 
answer your question, please send an email to awoccore_list@wdtb.noaa.gov.
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Student Notes:  

29.  References for IC Core 2

Instructor Notes:  

Student Notes:  

30.  References

Instructor Notes:  
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Student Notes:  

31.  References

Instructor Notes:  

Student Notes:  
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1.  Situation Awareness and Decision Making in a 
Warning Environment

Instructor Notes:  This lesson will look at how we can maintain situation awareness at 
one of the most challenging of times – when the unexpected happens. 

Student Notes:  

2.  Overview

Instructor Notes:  One of the most difficult times for us to maintain situation awareness 
is when we are faced with an unfolding event that is not what we were expecting. This is 
associated with an element of surprise which for many can be uncomfortable. You have 
gone from a sense of understanding what is about to happen to being blindsided. This 
problem of surprise can manifest itself in many ways, which we will look at.   Other disci-
plines are faced with some of the same issues. A subset of these disciplines are referred 
to as High Reliability Organizations. We’ll look at what that means and how these organi-
zations function in a way to help mitigate the unexpected. Finally, we’ll take a look at how 
overconfidence plays a role in your ability to respond to unexpected events.

Student Notes:  
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3.  Objectives

Instructor Notes:  Here are the specific objectives we will address in this module: Iden-
tify the two practices that can help facilitate a prompt response to unexpected events. 
Identify the attributes of the operating environment of a Highly Reliable Organization. 
Identify the 5 characteristics of a Highly Reliable Organization. State the impact of over-
confidence on responding to the unexpected.

Student Notes:  

4.  Challenges with the UnexpectedImpact on SA

Instructor Notes:  Here is why we can have such a challenge when something unex-
pected happens. As we formulate our understanding regarding what is likely to unfold, 
we’ve developed the 3 levels of SA (assess, comprehend, project). When the unex-
pected happens we first have to notice (update level 1), then we have to understand 
what that means (level 2).  The next step is to take corrective action based on what we 
see as the likely outcome (level 3). That is assuming that we know what action to take 
and that we take it in a timely fashion. 

Student Notes:  
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5.  Challenges with the UnexpectedWhat experts say

Instructor Notes:  The Cognitive Task Analysis the NWS undertook with expert warning 
forecasters cited rare events as one of the biggest challenges. This might mean a rare 
even in general or an event that is rare in your location. This is one of the reasons fore-
casters can benefit for routine simulations as a way to experience something that is not 
routinely provided for you in the course of your job.   Sometimes you have a rare event 
that you are able to anticipate…at least to some degree. Much more challenging is a rare 
event that is not in your list of possibilities.  Finally, you might face a rare event that you 
certainly know about, but you certainly didn’t expect it today.  All of these bring chal-
lenges in training, expectation, and implimentation.

Student Notes:  

6.  Slide 6

Instructor Notes:  Here is an example of how a lack of expectation can have an impact 
on an outcome. This chart represents data from Root Cause Analysis done by students 
as part of AWOC Core 3. This process attempts to reveal factors, and their relationships, 
which contribute, in this case, to missed tornado events. In the best estimate of the peo-
ple involved in these 146 missed tornado events, the fact that the event was “Not Antici-
pated” appeared 99 times. In the cases with these missed tornado events, the fact that 
the event was not expected contributed to a slow or non-response by the decision maker. 
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Student Notes:  

7.  So what’s wrong with being surprised?

Instructor Notes:  There is a reason we are resistant to surprise. It immediately puts us 
in unfamiliar territory where we may not know what the proper response is. This can be 
associated with a feeling of “unpleasantness” that we quickly want to dismiss.  For some, 
that may mean resistance to letting go of what they thought they knew (the current fore-
cast) or going into denial by explaining  away data to the contrary. If you are the fore-
caster, in this example, who has put out a forecast of benign weather, what do you do 
when significant storm quickly develops and begins doing damage? If you can’t let go of 
your expectations (which are now erroneous) it can cause you to lose precious minutes 
in formulating a response. 

Student Notes:  

8.  Types of SurprisesBolt from the Blue

Instructor Notes:  There are all kinds of surprises.  With the “Bolt from the Blue”, the 
event unfolding was not in your experience, training, or maybe even your imagination.   
In the world of weather, this might mean that what is happening is not to be found (yet) in 
the literature. In other words, there is no conceptual model for what is unfolding and 
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therefore, what actions one might need to take.  Nature may be providing hints, but you 
don’t recognize them. 

Student Notes:  

9.  Types of SurprisesBolt from the Blue

Instructor Notes:  One example of a “bolt from the blue” might be the events of 9/11.  At 
8am on that day, the United States was considered in a “State of Deep Peace” with “No 
threats assessed against our country.”  The belief at the time implied that if there were to 
be a threat, it would come from across the ocean, hence radars were on the coast 
pointed outward.  There was not a conceptual model which outlined what was about to 
happen.  Yet, within an hour of the events starting to unfold, a complete ground stop had 
been ordered (that had never happened before), and permissions were granted for Air 
Force fighter jets to shoot down a commercial US airplane. Unthinkable the day before!  
In this case, we saw the birth of a new conceptual model that future learners will have the 
benefit of knowing about.

Student Notes:  
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10.  Slide 10

Instructor Notes:  Other types of surprises are a little more subtle. Perhaps this is a day 
when you feel confident about what is going to happen and in what order,  but your 
assessment of “when” turns out to be wrong.  A perfect forecast of rain changing to snow 
with 1-3 inches accumulating is all for naught when the rain changes to snow not at 8pm 
as expected, but at 4pm at the start of rush hour. Event is the same but the start time is a 
little different and the impacts, in this case, just increased from moderate to significant.

Student Notes:  

11.  Slide 11

Instructor Notes:  Or in this case where you are expecting the event, but the duration of 
it is a surprise. A couple hours of freezing drizzle at 10 pm might not do too much. But 
your expectation that temperatures would warm slightly causing the freezing part to 
cease and desist, does not seem to be happening. Hour after hour, you are still expect-
ing temperatures to warm, but they never do. Next thing you know that tree outside your 
window starts losing branches with accumulating ice. Your minor impact event, with 
some traffic implications for a couple hours, has gradually become a major ice storm with 
traffic and power implications. All for a couple of degrees. In this case, the event 
unfolded very gradually, which can mean you have more time to respond, but may make 
it harder to realize it’s happening. 
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Student Notes:  

12.  Slide 12

Instructor Notes:  For events that you actually are expecting, you can still get caught off 
guard when they turn into something extreme. On this day, a High Risk of severe 
weather was expected with hail likely and some isolated tornadoes.  Sounds like a typical 
severe weather day in the Plains. What wasn’t expected was an event of historical mag-
nitude which would capture national attention, and impact communities and staff for 
years to come.  Actions that went with the high end event (not expected with a ‘typical’ 
event) included capturing data real-time, planning for the onslaught of national media, 
reworking the schedule. 

Student Notes:  

13.  Types of SurprisesIt’s possible; but not today; at 
least not here; at my house.

Instructor Notes:  Surprises may also happen with our public users. And it may be a 
surprise to us that it’s a surprise to them. In this case, forecasters are on top of the event. 
But at the receiving end, the user is still surprised by what is unfolding as is revealed in 
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their stating, “The sirens were going off but I knew we didn’t have that bad of tornadoes 
in February.”  Social scientists can do more to help us shed light on how best to commu-
nicate rare events to a public that is already fighting an uphill battle in thinking they per-
sonally are ever at risk.

Student Notes:  

14.  We get surprised all the time

Instructor Notes:  In reality, the business of forecasting weather is fraught with unex-
pected events. Whether it’s a tornado in the Pacific Northwest,  tropical storm intensifying 
in the plains, a tornado with snow cover in the upper midwest, or the demise of the space 
shuttle, we should learn to expect the unexpected. It’s the nature of our business.

Student Notes:  

15.  ExpectationsCan be a way to combat surprises

Instructor Notes:  Forming expectations can be way to combat surprises.  Having 
expectations that turn out to be valid can shorten the time it takes to respond with the 
correct actions. In surveys done with NWS forecasters, having a good understanding of 
the environment, which is important in forming valid expectations, is the number one key 
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to a successful warning event. In contrast, having expectations that turn out to be invalid 
can lengthen the time it takes to undergo proper action.  This is because we tend to 
assume all our expectations are valid and all are decisions are correct.  Because of that, 
there is the tendency to only accept cues that support our belief, and explain away, mini-
mize, or ignore cues to the contrary. This is referred to as confirmation bias. It’s what can 
happen once we make up our mind, whether it is about the forecast, our political choices, 
or our favorite sports team. All of that denial uses up valuable time which should be put 
to updating our SA and as a result, our actions.  

Student Notes:  

16.  What’s wrong with this woman?

Instructor Notes:  This young woman is in charge of a big meeting about to get under-
way. She’s briefing all the organizers. “I believe we’ve thought of everything unexpected,” 
she proudly states. So what’s wrong with her statement? There’s nothing wrong with 
imagining what could surprise you and being ready for it. That’s actually a good use of 
your time. Her problem appeared when she decided they had all possibilities covered. 
Once you do that, you stop looking for evidence to the contrary.  You get complacent.  
She’s no longer being proactive, she’s going into an overconfidence abyss. And she’s 
taking everyone else with her.  She must be stopped!
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Student Notes:  

17.  How are you able to respond to surprises?

Instructor Notes:  There are a couple of things you can do to help yourself notice and 
then respond to the unexpected. The first, and perhaps the most difficult, is changing 
your mindset.  It’s important to be aware of confirmation bias and constantly be on guard 
against it.  When you allow for a range of possibilities, not just the one you’ve settled on, 
you are halfway there. Next you must be physically able to detect cues that may tell you 
something different is afoot.  Let’s say a family member may need a ride to work from 
you, although chances are low. You say, “OK – just call me.” Then you don’t ensure you 
have our cell phone. You’ve altered the mindset, but you haven’t made yourself available 
to the data. You need access to the data, and then you have to have a car to take the 
proper action! In order to have a chance at responding to unexpected events, you need 
to do both of these. This is what Highly Reliable Organizations do.

Student Notes:  

18.  Highly Reliable Organizations (HROs)

Instructor Notes:  Highly Reliable Organizations (HROs) are far from perfect. They are 
defined by how they co-exist with all the variables in their environment.  First, they work 
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in an environment that is complex, unstable, and to varying degrees, unknowable and 
unpredictable. This is not because they are lazy, but rather due to the nature of their 
environment.  Next, because of this they have at any point in time, an incomplete under-
standing of their own “system”.  A very important thing occurs when they accept these 
facts.   It allows for the possibility of something unexpected. This then helps them have a 
mitigation plan (because then know it will be needed at some point). If they can’t mitigate 
the event, they then will attempt to contain it (damage control). In spite of all this, some-
times all will fail. In that case, they will focus on resilience.  The ability to be resilient is 
critical to learning and moving forward.

Student Notes:  

19.  Some HRO Environments

Instructor Notes:  With this in mind, here are potentially some examples of organiza-
tions that can function as Highly Reliable Organizations. They all represent domains that 
are complex, uncertain, and every changing. What is needed now is how individuals 
respond within those domains. 

Student Notes:  
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20.  Characteristics of HROs

Instructor Notes:  Based on work done by Weick and Sutcliff, here are some of the attri-
butes that can determine if you are a highly reliable organization.  They are Preoccupied 
with Failure They practice a Sensitivity to Operations They have a Commitment to Resil-
ience They exhibit a Deference to Expertise Proper use of Mindfulness/Mindlessness 
We’ll talk a little about what is meant by each of these.

Student Notes:  

21.   1. They are Preoccupied with Failure

Instructor Notes:  HROs are preoccupied with failure. While this sounds like something 
negative, it’s a characteristic that keeps them grounded. Success (especially recent suc-
cess) can make an individual or organization complacent.  The minute we decide we 
have it all figured out, we stop look for places to improve.  One of the ways to improve is 
the freedom to acknowledge errors. That is actually the first step in improving. Instead of 
someone who make an error being chastised, they are looked at as being willing to help 
the organization as a whole improve. There is not a stigma attached. They also know the 
difference between being lucky and being good. We’ve all made the right decision for the 
wrong reason. We can either pat ourselves on the back and think “Wow! I’m good!”, or 
think, “That was close!”, and do nothing. Or we can say, “We were lucky this time; next 
time that may not be the case.”  As this SOO, quoted after experiencing a very success-
ful event, admonished the staff, “We’re still just one missed event away from a warning 
disaster.”
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Student Notes:  

22.  Preoccupation with FailurePre-Mortem*

Instructor Notes:  One way a preoccupation with failure can produce benefits is by 
practicing a “pre-mortem”. This technique developed by Klein Associates uses mental 
simulation to identify key vulnerabilities in a plan.  It’s a way to first admit your expecta-
tions might be imperfect, and then identify and be on the lookout for information which 
illustrates that. Imagine a pre-mortem years ago that PC developers might have done 
musing about why this invention might fail. Watching for and or mitigating things on this 
list will help you be more successful. A pre-mortem of sorts which is based on your 
expectations will help you identify the indicators that you might see if your expectations 
are going south. 

Student Notes:  

23.  Preoccupation with FailureMaking improvements

Instructor Notes:  Another strategy you can employ is that of a Devils’ Inquisitor. This is 
not the same as a devils advocate who plays an argumentative role, but more like a part-
ner who is on the lookout for problems.  When someone has the role, questioning is no 
longer threatening. Pointing out inconsistencies is not an accusation of inadequacy. He 
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or she can help the group look for evidence that is outside their “bounds of awareness”, 
because that’s what you want them to do. This helps to mitigate the so called “Group 
Think”  process where everyone goes down the same flawed road together.  A devil’s 
inquisitor works when all opinions are valued, even those from the novice.  This role can 
be assigned to one person, or if you’re really good, can be assigned to all. 

Student Notes:  

24.  Slide 24

Instructor Notes:  Another way to make improvements can be borrowed from aviation 
protocol which now includes Crew Resource Management (CRM) findings.  With CRM, 
the crew works together,  with the assumption that any member of the crew, not just the 
pilot, can offer valued insight. This acknowledges that even those with lots of experience 
can make mistakes. Anyone can have a perspective that can offer valuable information. 
This can come in spite of age, experience, rank or qualifications. Someone outside look-
ing in may see things that would be explained had they more information or experience. 
But sometimes they might offer a splash of cold water to wake you up to possibilities. 
Ultimately, humility is what enables this to work.  In the words of this SOO, “In some 
ways, experience may have hurt in this case…but the Met Intern didn't care that it was 
January.  He saw upper 50s dewpoints and tremendous shear, and was excited about 
severe weather.”   
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Student Notes:  

25.  Preoccupation with FailureUse of SA Displays

Instructor Notes:  The way you configure your SA display can offer a way to head fail-
ure off. Perhaps you only have certain things on display when your are expecting certain 
kinds of weather.  If in this case, you weren’t expecting weather so you turned off the TV 
feeds to keep down “distractions”, you would have missed the news story showing a train 
derailment due to river flooding at a compromised bridge. The resulting toxic spill into the 
river will shortly be something you are involved when you ultimately get notified of this 
event. Populating your SA Display in such a way that you can catch surprises, or things 
you are not expecting, is one way to physically set yourself up for success.  You’ve done 
that by adding this expectation to every one of your expectations: “I expect my expecta-
tions could be wrong.”  It’s one way to make sure this woman doesn’t show up!

Student Notes:  

26.  2. They have a Sensitivity to Operations

Instructor Notes:  A sensitivity to operations means an organization prioritizes  and 
responds to factors that are affecting operations.  You are on the lookout for “latent con-
ditions”, or those conditions that are sitting around every day waiting to combine with 
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other factors to result in a disaster. Root Cause Analysis helps to reveal these latent con-
ditions (more about both of these in Core 3, Lesson 3: Learning from Post Mortems).  
Some examples of latent conditions that might need addressing before they show up to 
negatively impact an event include: not wearing seatbelts, budget cuts, a culture of 
silence, personnel turn over, belief systems, and personality conflicts. 

Student Notes:  

27.  Sensitivity to OperationsMaking improvements

Instructor Notes:  When sensitivity to operations is a priority, management immerses in 
real-time information. They treat operations as gold by assuring they have it gets undi-
vided and thorough attention. Taking steps to support operational SA is critical.  This 
chicken scratch example is the result of management requesting help to understand 
what worked and want didn’t during a severe weather event the day before. While crude, 
the resulting list of things which impeded operations provided valuable information to the 
management team which allowed them to address each concern within 24 hours of the 
event.  That is showing a sensitivity to operations.

Student Notes:  
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28.  3. They have a Commitment to Resilience

Instructor Notes:  Next , HROs will have a Commitment to Resilience. This is critical 
because, as stated before, the world of formulating weather expectations is imperfect. 
Stuff happens.  Knowing that and accepting that, you can be willing to quickly relocate 
resources to where they are needed most. In addition,the ability to creatively improvise 
can mean the difference between failure and success.  Think of how important that was 
with the flight of Apollo 13 as they tried to figure out amongst other things, how to make a 
square peg fit into a round hole.  

Student Notes:  

29.  ResilienceMaking improvements

Instructor Notes:  In practice, one can improve resilience by encouraging ‘conceptual 
slack’. That means you have a culture and environment which allows teams to express 
opinions openly.  Questioning is acceptable and that is because there is respect in the 
interaction.  You don’t have to agree, but you do have to respect.  In training, resilience 
can be beefed up by allowing the training environment to be imperfect. If things fail, prac-
tice recovery. Insert problems and surprises into the situation. It can allow one to 
strengthen their ability to cope with disturbances. Finally, be prepared to take action on 
what is happening before you understand why.  While it would help to know why things 
are going south, it should not be a prerequsite for taking action. You may not ever fully 
understand what went wrong and why, but you can take action to mitigate the impacts. 
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Student Notes:  

30.  4. They practice a Deference to Expertise

Instructor Notes:  HROs will practice a Deference to Expertise.  This means they 
respect expertise, wherever it is found.  They understand the value of the system, but are 
willing to bypass it when necessary. Instead of the senior person being the source of all 
answers, the question essentially migrates around looking for the expertise. 

Student Notes:  

31.  Deference to ExpertiseMaking improvements

Instructor Notes:  One way to accomplish this is to practice “coordinate” leadership. 
This means that anyone can be the leader in the area in which they have the expertise. 
This might mean the MIC defers to the FIC during the severe weather shift, who for a 
particular problem, defers to the intern who had just been trained on this piece of soft-
ware. This may seem obvious to some, however, this is not a given in everyone’s cultural 
experience. The quote from this MIC indicates the office philosophy when the staff is 
empowered to use their judgment and experience to the best of their ability.  Of course, 
the MIC will need to back that up! 
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Student Notes:  

32.  5. Proper use of Mindfulness and Mindlessness

Instructor Notes:  Mindlessness sounds like a bad thing, but it has its place. To do rou-
tine activities without having to spend time thinking about them conserves resources. 
One example you probably do a lot is using cruise control in your car. It saves gas and 
allows your foot to rest. This works so longs as status quo conditions exist. The chal-
lenge will be when the status quo is busted.  For cruise control, you come across debris 
in the road, or an unexpected detour, or freezing drizzle starts to fall.  Conditions are no 
longer homogeneous. At that point  you are required to intervene.  If you haven’t noticed 
that things have changed, or haven’t been involved in the process until change occurs, 
you may have a hard time knowing what intervention is required.  As Capt. Sullenberger 
can attest, while the automation helps in lull periods, it requires more out of you in unique 
or high demand situations. This is because there is often a lot more to monitor, sort 
through, and make sense of when something unusual is unfolding.

Student Notes:  
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33.  Proper use of Mindfulness

Instructor Notes:  HROs know when to be mindful. They start by being aware of their 
limitations. This is a trait of experts universally (discussed in Core 3). One of the ways to 
do this is to constantly update your understanding. By doing this you may be more able 
to recognize surprising cues closer to when they occur. To quote Capt. Sullenberger, 
“The pilot must mentally fly the plane all the time.”  This means you are engaged and vig-
ilant even when you’re on auto pilot. 

Student Notes:  

34.  How to improve Mindfulness

Instructor Notes:  One of the ways to promote mindfulness is with feedback on behav-
iors which are applauded and those which are not.  One of the biggest boulders to over-
come for some people is to ask for help.  This can lead to being understaffed, 
overworked, loss of SA and the consequences which result.  Recognize when you or the 
team are falling behind and ask for help. Management needs to support that decision as 
the right decision, not a sign of weakness.  Next,  we can get by sometimes when we 
operate on our own without the input of others. Eventually though, it will likely come back 
to haunt us. Supporting an attitude of including viewpoints and questions, even when 
they are from new or inexperienced voices, is a practice that will promote mindfulness. 
This practice takes more than words in order to provide an environment in which all can 
speak up. It takes action and follow  Finally, when we start to let success go to are heads, 
we are in trouble. Eventually we might think, hey, I am really really good at this, in fact, 
maybe I’m perfect! Then who shows up again? She does! In any event we do well, there 
is always some area in which we can improve. 
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Student Notes:  

35.  Improving mindfulness…cont

Instructor Notes:  One of the best ways to support behaviors which promote mindful-
ness is in modeling the behavior.  So often people are afraid to admit mistakes. We are 
human, we operate in an imperfect environment – mistakes and misjudgments will be 
made. When someone at the top admits mistakes, it makes others feel free to do so. 
Some theories of learning indicate that errors from critical events are what allow learning 
to take place.  Knowing we are not perfect opens the door for others to question without 
offending. It essentially wipes out face threat. By asking anyone who is aware of a poten-
tially harmful latent condition to speak up,  we can all feel like we are on one team and 
essentially have each other’s backs. 

Student Notes:  

36.  Slide 36

Instructor Notes:  The last way we’ll discuss in improving mindfulness is in addressing 
overconfidence.  There is nothing wrong with being confident, that is what allows us to 
move forward. It is when we are overconfident that we have problems. Problems which 
arrive from overconfidence are that it may keep you from: Collecting key information 
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(since you already know it all) Learning from mistakes, since you won’t make them often 
(or make them again) Most people over estimate what they know, in trivia as well as in 
their own field. To illustrate this point, we will do a little self test on Overconfidence.

Student Notes:  

37.  Take Overconfidence Assessment

Instructor Notes:  At this point, stop and take no more than 3 or 4 minutes to go through 
the overconfidence assessment. Your goal is not to “know” the answer, because odds 
are you don’t. Try to bracket the answer with a range of values. If you make the interval 
too narrow, you are overestimating what you know. Too large, and you are underestimat-
ing.  When you look at your completed assessment, you should be 90% confident that 
the correct answer lies within the range you chose. When finished, go on to next slide.

Student Notes:  

38.  Over Confidence AssessmentQuestions

Instructor Notes:  The answers aren’t in this handout, but you’ll find them in the presen-
tation.  Note: if you feel the need to go off and research these before filling our you’re 
answers, you kind of missing the point!  So don’t do it!
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Student Notes:  

39.  Overconfidence Assessment

Instructor Notes:  This pop quiz was NOT to see how much trivia you know, but to see if 
you are aware of the “bounds of your knowledge”.  Less than 1% of all people miss 0 or 
1. Most managers miss between 4 and 7.  That is, they think their knowledge is better 
than it is.  Amazingly, percentages change little with job-specific questions.  This type of 
overconfidence affects organizations as a whole when 1) people don’t seek information 
because they think they already know, which leads to 2) decisions being made with less 
than optimum knowledge.   This applies to decisions at all levels of an organization, and 
frankly, in all aspects of your life.  When this overconfidence is strong, it contributes to 
the confirmation bias, where we once again, notice information that matches our beliefs 
and ignore or minimize the rest. The lesson of this is that which helps experts be experts 
and HROs become HROs: Having strengths is important. Admitting you have limitations 
and knowing them is equally important. 

Student Notes:  
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40.  Summary

Instructor Notes:  To summarize the key things which will help you respond to unex-
pected events: Admit unexpected things will happen Knowing this, the two practices that 
will help you are to have the proper mindset of acceptance and then position yourself to 
pick up on the queues of an unfolding unexpected event Highly Reliable Organizations 
work in very complex changing, uncertain environments. They practice characteristics 
which help them respond and recover from unexpected events. These characteristics 
include Preoccupation with Failure Sensitivity to Operations Commitment to Resilience 
Deference to Expertise Proper use of Mindfulness/Mindlessness Knowing your strengths 
and limitations will help you address the problems of overconfidence and seek additional 
help and information when needed. 

Student Notes:  

41.  One more surpriseIt’s possible; never actually 
expect it

Instructor Notes:  Here’s one last look at how a particular surprise was handled in real 
time. It’s the kind of surprise that is in the realm of possibility, but you never really expect 
it. 
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Student Notes:  

42.  Your Mantra?

Instructor Notes:  What should your mantra be? If you’ve ever seen the moving Field of 
Dreams, you’ll recall Shoeless Joe Jackson’s advice to the rookie Moonlight Graham as 
he stepped up to take his 3rd pitch, not knowing what to expect.  Joe’s advice, “Look for 
low and away…but watch out for in your ear.”   In other words, have expectations, just 
watch out for nature’s curve ball!  It’s the best way to get rid of this woman for good!

Student Notes:  

43.  For Additional Help

Instructor Notes:  For additional help check with your AWOC facilitator or send  your 
questions to awoccore_list@wdtb.noaa.gov. When you are ready, go to the LMS and 
take the test for AWOC Core 2, Lessons 1-5. 
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Student Notes:  

44.  Resources/References

Instructor Notes:  

Student Notes:  
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1.  Expertise and Effective Office Warning Strategies

Instructor Notes:  IC Core 3 will begin with a discussion of Expertise. It will be important 
to understand what we mean by this term in order to appreciate its value throughout the 
remainder of this IC.

Student Notes:  

2.  Lesson 1:Expertise

Instructor Notes:  See if you can recognize who these folks are. They all have some-
thing in common in that each is associated with a level of expert knowledge or perfor-
mance in their domain. Whether your area is medicine, baseball, world affairs, pushing 
the aviation envelope, mitigating human suffering, or issuing warnings, there is a process 
by which you develop that skill. 

Student Notes:  
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3.  Learning Objectives

Instructor Notes:  The learning objectives for this lesson are testable. They are: 1) Iden-
tify the difference between routine and adaptive experts and novices. 2) Identify the char-
acteristics of an adaptive expert. 3) Describe how interactions with automation can 
hinder expertise. 4) Identify ways in which expertise is developed. 

Student Notes:  

4.  ExpertiseOverview

Instructor Notes:  During the next 30 minutes, we’ll discuss at least some definitions of 
what constitutes an expert.  We’ll demonstrate why that expertise is so valuable to an 
organization. Automation is neither good nor bad. It just is. They way in which it is 
designed or the way it is applied in operations however can either foster or inhibit the 
development of expertise. Finally we’ll look at what you can do to develop expertise in 
the area of warning operations. As we go through this talk, think of people you know in 
your domain, or in other domains with which you interact, and see where you think they 
fall in these descriptions.

Student Notes:  
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5.  What is an Expert?

Instructor Notes:  We all are novices at many things. I personally am a novice at judg-
ing how much air in a tire is too much (since when are tires not suppose to be “round” 
anymore?). Novices tend to live in the moment. They don’t easily make connections and 
the options they produce for action are limited. Next we have a routine expert. These 
people are great. They can swoop in and fix what’s wrong instantly; they can quote regu-
lations. They only run into trouble when the situation takes on a unique appearance; 
looks out of the ordinary. Then their very strict processes don’t provide unique answers.  
What we are going to discuss for the remainder of this session is the adaptive expert. 
Their understanding goes deep. You probably really feel good working a stressful event 
in the company of this type of expert. 

Student Notes:  

6.  Experience vs Expertise

Instructor Notes:  First we should stress that experience alone does not guarantee one 
develops expertise. This guy is fast but is he really good?  Perhaps he’s good at being 
fast but that’s about it. This person in a forecast office may always get the products out 
on time but their content leaves something to be desired. What you do with each experi-
ence is more important in developing expertise than just having that experience. 
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Student Notes:  

7.  Why is expertise so valuable?

Instructor Notes:  Why do we care about expertise? One reason is that it often takes 
time to grow and it can therefore be difficult to replace. Many organizations have made 
the mistake of saving money (in the short run) but investing in equipment but not in 
investing in the development of their employees. 

Student Notes:  

8.  Experts under pressure

Instructor Notes:  Experts really shine when the pressure gets turned up. This study 
showed that the quality of decisions (as seen on the y axis), tends to remain the same as 
the time for that decision (on the x axis) is shortened…at least for the experts. The nov-
ice on the other hand succumbs to pressure and the quality of their decision making 
deteriorates. 
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Student Notes:  

9.  What do experts do so well that others don’t?

Instructor Notes:  So what do experts do so well that others don’t?  We’ll take a look at 
each of these characteristics. Keep in mind how you might rate yourself using this crite-
ria. 

Student Notes:  

10.  Experts recognize patternsThe ability to see 
patterns gives us SA

Instructor Notes:  Experts recognize patterns. With loads of data dumped on us contin-
ually, seeing a pattern, and seeing it quickly, is what can make all the difference. For fire-
ground commanders, it’s behavior of smoke in a burning building. It’s connecting what 
looks like unrelated information to form a picture of what’s happening. For a warning 
forecaster it’s putting together a spotter report with a radar signature that tells you there’s 
a high likelihood for a tornado. This relating cause and effect helps the development of 
SA. 
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Student Notes:  

11.  Patterns are seen in the raw data

Instructor Notes:  Most experts in the warning environment recognize those patterns 
using base data.  That may mean hi-res velocity and reflectivity data, or mesonet obser-
vations, or upper air analysis, or live TV video. They get to the data which has gone 
through the least amount of processing. 

Student Notes:  

12.  2) Experts detect anomalies

Instructor Notes:  One of the hardest things to do is detect things which are “just not 
right” or things which are missing. Albert sees the problem here, but I don’t. He should, 
he wrote this equation. For warning operations, it might be a messed up surface obser-
vation which is impacting local analysis. Or it might be the lack of acknowledgement from 
a TV station regarding a warning you just issued (maybe it didn’t go out?).
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Student Notes:  

13.  3) Experts keep the big picture

Instructor Notes:  Experts often keep good SA. They tend to focus their energy on the 
important cues and filter out the rest. How do they know what’s important? More on that 
later. They are able to weigh options and judge consequences of each. By contrast, the 
novice may actually suffer “paralysis by analysis”.  It’s the never ending “one more vol-
ume scan” syndrome in which the novice hopes all uncertainty will vanish and the deci-
sion will be obvious. Experts are able to make decisions even when the picture is 
somewhat fuzzy (which it usually is).

Student Notes:  

14.  4) Experts understand the way things work

Instructor Notes:  Experts are aware of how and why things and processes are 
designed. This includes the need for communication and coordination. They have a good 
sense when to trust equipment and when not. They know when to go with a known prac-
tice, and when to deviate. In the 9/11 Commission report, the General violated “protocol” 
because he believed it was called for in this case. 
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Student Notes:  

15.  5) Experts observe opportunities, able to 
improvise

Instructor Notes:  When data sources conflict, experts are often able to resolve the dif-
ferences. Their deeper level of understanding also allows them see when expectations 
are not being met before it’s too late. This helps them more readily “let go” of a previous 
expectation when it is clearly no longer valid. While the discussion here is regarding the 
earlier than expected stratus deck, it may also involve a strong rotational signature 
developing on a day where “no severe weather” is expected. 

Student Notes:  

16.  6) Experts relate past, present, and future events

Instructor Notes:  Experts quickly, and usually without being aware of it, make the con-
nections between what has occurred, what is occurring, and therefore what is most likely 
in the future. They mentally simulate possibilities and outcomes and take action based 
on the result which gives the first good workable solution. They tend to look at a problem 
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from more than one angle, allowing them to see more than one possible explanation for 
what is occurring.  

Student Notes:  

17.  7) Experts pick up on very subtle differences

Instructor Notes:  Experts can pick up on subtle differences. The sum of their experi-
ences has come together in a way to make this easier. Novices have not been assessing 
the same things and have not developed the same sensitivity. 

Student Notes:  

18.  8) Experts address their own limitations

Instructor Notes:  Nobody’s perfect, including experts. What allows someone to gain 
expertise is knowing this fact and constantly making an effort fill in the knowledge gaps. 
We all make mistakes. We grow in our expertise if we understand why and how a mis-
take was made. Experts will accept their limitations and work around them. They will be 
uncomfortable with a situation that doesn’t work out as expected and will look at the rea-
sons why. This knowledge will then be available to them the next time they are faced with 
a complex decision. This is how they get the most out of every experience. 
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Student Notes:  

19.  When and why  you want experts

Instructor Notes:  Experts are especially beneficial when a crisis erupts and, as is often 
the case, resolving it means dealing with fast paced decisions in an environment where 
data is not necessarily all pointing at the same answer. In this case from an NTSB file, 
one of the most important things this expert pilot did was ask for help when the workload 
became overwhelming. The group never did resolve the cause of the crisis, but still man-
aged to work through the uncertainty and overcome the consequences of the initial prob-
lem before a catastrophe resulted. 

Student Notes:  

20.  Interactions with automation can hinder expertise

Instructor Notes:  So we have looked at the characteristics of an expert, let’s look at 
what can keep them from using that expertise, or what can hinder the novice from attain-
ing it. When automation is inserted into the process without considering the user, it has 
the potential to “disable learning”.  If the automation has the characteristics listed here, it 
can have an affect on learning and application in real time. No doubt you have felt the 
impact of all these things at one time or another. Simply adding more and more informa-
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tion is not always the answer. Is it better to have 2 sources which suggest 2 possibilities 
or 10 sources which suggest 10 possibilities? Neither!  On the other hand, more and bet-
ter information which helps us reduce uncertainty and increase confidence in our under-
standing of the threats is another story.   

Student Notes:  

21.  Interactions with automation can hinder expertise

Instructor Notes:  When the automation does not provide a means for the user to eval-
uate its validity, it can actually reduce the decision makers confidence it what they 
believe is happening, and may even cause them to disengage. This quote from James 
Reason is pretty telling. When we get to the point of saying we can’t argue with the auto-
mation, we are implying we are no longer needed in this process. And with perfect auto-
mation that may be true. Until then, we need to be able to add value to the decision by 
using our expertise and incorporating the automation properly. 

Student Notes:  
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22.  Interactions with automation can hinder expertise

Instructor Notes:  Sometimes automation can be so labor and attention intensive that 
we lose track of the process we are trying to accomplish. We don’t get to tap into our 
expertise. The pilot quoted here is lost in the process of working the automation, so 
much so that he’s losing SA. Another problem can arise if the feedback you get indicat-
ing whether you succeeded or not is not really representative of your skill, or one’s idea 
of what success really means. Remember our guy who could shoot 10 arrows in 10 sec-
onds?  That was easy to measure but did it really measure what was important? Unfortu-
nately, that simplistic measurement can get fed back into the system and ultimately be 
what we end up training for…in the previous case, not accuracy but speed. 

Student Notes:  

23.  How to Retain/Develop Expertise

Instructor Notes:  So what do we do? The process by which we assess, understand, 
and evaluate our decisions is very important.  Automation, operations,  and training 
which support the efforts to develop skills in pattern recognition and aid in constructing 
conceptual models are important. These efforts should also focus on making unusual 
and rare occurrences more recognizable. Routines are important…they save time. New 
routines need to be developed when skills or software or mission change. The routine 
you may have had 15 years ago (not you youngin’s) has had to change considerably, as 
will the one you likely use 5 years from now. One of the best practices you can do is chal-
lenge your expectations, both during and after an event. Look at why they are not work-
ing out, or did not come to pass.
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Student Notes:  

24.  How to Retain/Develop Expertise

Instructor Notes:  One of the best ways to develop expertise is in simulations. Just as 
having experience doesn’t guarantee you have expertise, going through a simulation 
won’t either. It has to be pointed toward some goal which can be rather simple (get very 
comfortable with WARNGEN) or more complex (recognize MARC signatures). One thing 
that is common to all simulations is the process of evaluating reasoning, not just out-
comes. 

Student Notes:  

25.  Simulations…once is not enough

Instructor Notes:  This study revealed how proficiency was impacted by initial training 
(dashed arrow) and how it went to pot with time. Like watering a seed when you plant it, 
and then neglecting it and expecting it to grow without any further nourishment. However, 
with continued refresher training (dotted arrows), proficiency remains at a much higher 
level and can even improve. This is especially important when the event for which you’re 
training is relatively rare (nature doesn’t routinely offer chances to keep up skills other-
wise). 
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Student Notes:  

26.  How to Retain/Develop Expertise…cont

Instructor Notes:  Asking “why?’ is a great practice. It’s how most of us learned at a 
very young age (hopefully, the answer you get when asking that question after a warning 
event is still not “because I said so.”). Post-mortems are key to advancing knowledge 
and critical thinking. Looking at the raw data, something the Air Force refers to as “own-
ing the data” also helps cement understanding and assists in solidifying conceptual mod-
els. Forming opinions based on objective analysis, and then looking at automated 
guidance helps avoid what researchers call the “automation bias”.  Studies have shown 
that decision makers are more likely to come to the “automated” solution if they look at 
the automated solution BEFORE forming their own opinion. In that case, they are less 
likely to resolve differences in what the automation says versus what their original opin-
ion might have been. 

Student Notes:  

27.  Summary

Instructor Notes:  A summary of the meaning and value of expertise. 
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Student Notes:  

28.  Questions?

Instructor Notes:  

Student Notes:  

29.  References

Instructor Notes:  
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Student Notes:  
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1.  Expertise and Effective Office Warning Strategies

Instructor Notes:  Continuing through the Expertise and Effective Office Warning Strate-
gies instructional component, we will now look at a Cognitive Task Analysis of the warn-
ing process. 

Student Notes:  

2.  Lesson 2:Cognitive Task Analysis of expert warning 
forecasters

Instructor Notes:  This lesson will share result of a CTA which was recently conducted 
using NWS expert warning forecasters. 

Student Notes:  

3.  Overview

Instructor Notes:  We’ll discuss what we mean by the term Cognitive Task Analysis, or 
CTA, and the process by which it was conducted. We will also look at the findings from 
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this study. These findings help us get a good picture of what an expert does and thinks 
as he or she encounters a severe weather event.

Student Notes:  

4.  Learning Objectives

Instructor Notes:  The learning objectives, which are testable, involve defining a CTA, 
and identifying the results of this particular CTA. 

Student Notes:  

5.  What is a CTA?

Instructor Notes:  Did you ever work with someone who was about to retire and think, 
“Man we need to clone him before he leaves!”.  Well a CTA tries to see what the charac-
teristics of that “clone” might involve, at least in the area of interest. In this context, a CTA 
is defined as a study of the mental processes needed to perform a task proficiently. While 
a “task analysis” looks at the job tasks which are done to accomplish a goal, the CTA 
focuses on the thinking processes and reasoning of the person doing the task. Not just 
what they do, but how they come to the decisions they come to. A CTA can be done on 
anyone, but if you are attempting to capture and grow expertise, it is important to do this 
2 of 12



AWOC Core Track FY12
with those who are considered experts.  Findings from a CTA can help design research 
needs and guide training efforts in the direction of fostering, in our case, warning exper-
tise.  The results can also be used to direct hardware and software design to assist the 
expert in using their expertise, instead of working against them.  

Student Notes:  

6.  CTA Process

Instructor Notes:  For the NWS CTA, Klein Associates, an organization which does 
human factors research with other high-stress, pressured domains (Army command and 
control, Aircraft carrier flight control) was commissioned to conduct a CTA on NWS warn-
ing forecasters. They interviewed 6 recognized warning forecast experts, each of which 
had between 12 and 20 years of experience in offices which covered all aspects of 
weather across the U.S.  In addition, one novice was interviewed, the results of which 
were used as a control. The process involved interviews of actual events worked by each 
of the experts, rather than hypothetical situations. In other words, the CTA was focused 
around what these experts did, not what they might do.  Many of you looking at this are 
probably considered experts, or know someone who is. The findings here will likely NOT 
be any surprise to you and in fact may describe you!

Student Notes:  
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7.  CTA Findings

Instructor Notes:  The CTA produced several findings. First was the way that the 
experts approached weather in general. None considered weather an “8 to 5” job. They 
were on a lower level of “watch” when off duty but on watch nonetheless. What this 
means is that they are constantly in a learning, observing mode. The field of weather 
affords that opportunity more so than other domains. Experts will take advantage of this.  
By the time they go on duty, they’ve already formulated some expectations about what is 
in store for them that day. However, experts will frequently reassess expectations which 
helps prevent them from locking in on their initial assessment. 

Student Notes:  

8.  Slide 8

Instructor Notes:  The second finding involved the use of technology. As you all know, 
the warning environment is technologically rich, and getting richer every day!  This 
requires experts to have a strong understanding of the domain in which they are 
immersed and a constant effort to properly use the technology to the best outcome. 

Student Notes:  
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9.  The scientific warning process

Instructor Notes:  One of the ways experts do this is with a grounded warning process. 
This process is built around detailed and frequent base data analysis, the assimilation of 
ground truth, and considerations for the impacts of a representative mesoscale analysis. 
These things help illuminate conceptual models which help bring order and expectation 
out of the mountains of available data. The warning decision comes from this process, 
with the use of algorithms as a safety net to help catch things that slip through the 
cracks. The experts were aware however that this safety net has “holes” and therefore to 
rely on algorithms as a “first line of defense” is dangerous.

Student Notes:  

10.  Experts put a high value on Base Data

Instructor Notes:  All the experts interviewed here put a high value on base data analy-
sis. They have developed numerous procedures and methodologies to make this analy-
sis as quick and easy as possible.  Their reasoning primarily comes from the base data 
being the closest data one has to the “truth”, with each step of processing thereafter hav-
ing the potential of introducing additional levels of uncertainty. Since these experts are 
very aware of conceptual models, they are able to use the base data to recognize and 
validate those models. The challenges of base data analysis for these experts is the 
workload it places on individuals.  However, most placed a high priority of ensuring staff-
ing to support this effort. 
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Student Notes:  

11.  Use of Decision Aides

Instructor Notes:  Decision aides, which may or may not use the output of algorithms, 
were also used to support expert warning forecasters. The experts found value in those 
outputs which were easily traceable to their base data inputs. This ability allowed them to 
develop confidence and reduce uncertainty. Outputs which added value above and 
beyond what was readily detectable in the base data were used more often.   However, 
outputs which were difficult to verify or validate were considerably less likely to be used.  
On the other hand, novices are more likely to use decision aids without questioning their 
validity.

Student Notes:  

12.  Basis for Warning Decision

Instructor Notes:  For the expert warning forecasters, all data gets weighed against all 
other data, and in the context in which it is received. All data sources rarely point to an 
“obvious” answer.  In addition, no one piece of data (except on extremely rare occasions) 
is ever enough to base a decision upon.  The expertise comes in deciding on which side 
6 of 12



AWOC Core Track FY12
of the scale inputs reside and how much weight each carries with it. The context in which 
the event is occurring is always being considered. 

Student Notes:  

13.  Slide 13

Instructor Notes:  The CTA found that expert warning forecasters are very familiar with 
mental and conceptual models. This begins taking shape during the expectation phase 
before echoes appear on the radar screen.  It was important for these forecasters to not 
get locked in on any particular threat, but rather consider a range of threat possibilities, 
each with an associated likelihood. This helps focus effort on the biggest threats and 
ensure resources are arranged to support that effort. At the same time, it was necessary 
to  prevent tunnel vision (“flash flooding is not a threat today”) which can contribute to the 
likelihood of low probability or rare events going undiagnosed.  In addition, the experts 
were aware that oftentimes the signatures will not fit the “textbook” classics, but that they 
can still be good enough.

Student Notes:  
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14.  Slide 14

Instructor Notes:  The experts were very prone to looking at numerous events in hind-
sight. This included events from other areas, even other countries, and events which, 
even though they were not common to their particular locale, were in the realm of possi-
bilities. The benefit of doing this was to expand exposure and possibilities, as well as 
develop critical thinking skills. They viewed simulations as a challenge and sought to get 
the most out of any event they experienced.  

Student Notes:  

15.  Slide 15

Instructor Notes:  The teamwork focus of the experts interviewed was a common 
theme. They considered success and failures as belonging to the office and the NWS,  
not just the person composing the warning.  Each team member has a responsibility for 
communication and coordination as well as situation awareness.  They valued the role of 
each member of the team, regardless of their experience level.  The experts endorsed 
the use of a warning coordinator to help ensure nothing gets overlooked and that the 
message the office is sending is understood be each team member. 
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Student Notes:  

16.  Slide 16

Instructor Notes:  The experts viewed issuing warnings as a social action which was 
based on a scientific decision.  They were very focused on their relationship with the 
public and public vulnerabilities at any point in time.  They did not view their job as just 
issuing a warning, but rather making attempts to elicit the best public response to ensure 
safety.  A focus on a constant and consistent communication of the threat, both from 
sources within the office and with outside partners,  was a critical piece of the job. 

Student Notes:  

17.  Slide 17

Instructor Notes:  The biggest and most important challenge that the forecasters inter-
viewed found in their jobs was the ability to rise to the occasion when the “big event” pre-
sented itself. It was believed that this was where the NWS needed to meet and even 
exceed all expectations. They tended to look at all events as having that potential, know-
ing that it is often not known ahead of time which event will be the one that defines your 
reputation or that of your office or the agency.  Their belief was that seeing and properly 
reacting to these catastrophic events as they are unfolding (correctly assessing the rele-
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vant cues) is the biggest challenge one is faced with in the forecast and warning environ-
ment. The importance of categorizing the threat once it is realized in words which convey 
not only its magnitude but its certainty was thought to be imperative. 

Student Notes:  

18.  Summary

Instructor Notes:  

Student Notes:  

19.  Questions?

Instructor Notes:  
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Student Notes:  

20.  References

Instructor Notes:  

Student Notes:  
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1.  Expertise and Effective Office Warning Strategies

Instructor Notes:  Lesson 3 of IC Core 3 deals with the use of post-mortems as a 
means to gain expertise as well as a means of gaining insight into to warning operations 
and decision-making, both for the individual and for the agency.

Student Notes:  

2.  Lesson 3:Learning from Post-Mortems

Instructor Notes:  Most often when you work an event which has a bad outcome, you 
have a desire not to go through that again. By the same token, an event which flows 
smoothly can offer just as much insight as to effective strategies. Post-mortems should 
be considered for both situations. The Fed-Ex plane which caught fire on approach to 
Memphis is an example of an event one would not like to see repeated. 

Student Notes:  

3.  Brought to you by…

Instructor Notes:  
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Student Notes:  

4.  Learning Objectives

Instructor Notes:  The learning objectives for this lesson are testable and have to do 
with the benefits of a post-mortem and why you would want to do one in the first place. 
However, just going through the motions doesn’t mean you will reap all the benefits. The 
post-mortem must avoid certain pitfalls. In addition, having a database constructed of 
post-mortems from numerous events and offices can reveal systemic issues (both good 
and bad). We will look at the term “human error” and discuss its meaning and relevance. 
We will also discuss some of the challenges with assessing decision making in real-time, 
while already knowing the outcome (outcome and hindsight biases). Finally we’ll discuss 
a means of going in deeper by using a root cause analysis approach. 

Student Notes:  

5.  Performance Objectives

Instructor Notes:  This lesson will also include two performance objectives in the form 
of exercises. The first will be do root cause analysis on a couple of small case studies. 
The second will be to use the root cause method to look at one warning or forecast deci-
sion in which you were actually involved. 
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Student Notes:  

6.  What you don’t want to read in tomorrow’s paper…

Instructor Notes:  Anyone who’s worked a significant weather event has seen headlines 
the next day which may or may not reflect the service provided, but nonetheless are 
extremely troublesome. In some cases, the office would have been hard pressed to get a 
better outcome. In others, actions before and during the event show room for improve-
ment. An honest post-mortem will help us know where improvement can be made, 
whether it is in understanding the science, better technology, or human factors related 
issues.

Student Notes:  

7.  Finding out what happened What do other 
disciplines do?

Instructor Notes:  As you see here, many domains conduct post-mortems using many 
different strategies and formats. 
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Student Notes:  

8.  Post-Mortem - definition

Instructor Notes:  The official definition of a post-mortem is an examination of an event 
that has just ended. No mention of whether that event had a good or bad outcome. Post-
mortems can not only tell us about the past but can help point us in the direction of 
needed research, technology, policy, or procedures. 

Student Notes:  

9.  Value of Post-mortems: a. Tie to expertise

Instructor Notes:  One of the most important benefits of a post-mortem is that it ties with 
the development of expertise. This slide from lesson 1 shows that this is one of the cru-
cial methods that experts use to develop and maintain their expertise. It has not always 
been a formal look at an event, but enough so that the cause, effect, and actions are 
understood, and therefore, can provide feedback about current needs or future actions.
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Student Notes:  

10.  Value of Post-mortems: b. include any 
perspectives

Instructor Notes:  A good post-mortem will include many perspectives. In the old legend 
depicted here, each person had a hold of a different part of the elephant, and each then 
described an elephant based on the part they had in their hand. “An elephant is like a 
rope”, said the guy holding the tail. “An elephant is like a snake”, said the guy with the 
trunk. In reality, the elephant was like none of these individually, but all of these collec-
tively. Your perspective of what happened in an event may be totally different than that of 
the gal working the other desk. Together, your perspectives give a more complete picture 
of what really happened. 

Student Notes:  

11.  Traditional post-mortems have not been multi-
disciplinary

Instructor Notes:  Unfortunately, traditional post-mortems have usually only included 
the perspective of one domain, which results in a solution originating in that domain. A 
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post-mortem which involves research, operations, and something representing the users 
will take more effort but may be the key to solving outstanding issues. This quote from Dr. 
Mileti represents a desire to expand the problem solvers. A more recent effort at integrat-
ing many perspectives in problem solving comes from the WAS*IS initiative which led to 
the SSWIM Program, started by Dr. Eve Gruntfest. This approach integrates social sci-
ence into meteorological research and practice when looking for solutions to problems. 

Student Notes:  

12.  Value of Post-mortems:  c. assist all levels of an 
organization

Instructor Notes:  A post-mortem can offer insight for any level of an organization. For 
the individual, he or she can see in what areas they are strong and in what areas they 
need help, whether it be practice with a new software tool, additional understanding in 
the science, or a better comprehension of how the operational strategies employed by 
the office are meant to be. Local management can see what is working and what is actu-
ally impinging on forecasters ability to do the job, including office policies (official and 
unofficial), roles and responsibilities or way in which workload is distributed. The agency 
can see if the same issues are occurring at several sites and look at policies and proce-
dures which are contributing to these issues. 
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Student Notes:  

13.  Value of Post-mortems: d. Help pinpoint what’s 
wrong...

Instructor Notes:  There is nothing worse than having a negative experience and then 
going on to the next event without knowing why it was so negative. If you can’t figure out 
what went wrong, how will you be able do learn and perhaps prevent it in the future? 
“Tornado struck without warning” is not enough information, just like “some sort of error” 
is not enough information. 

Student Notes:  

14.  Value of Post-mortems: …and leave alone what’s 
right. Implementing a fix without understanding the 
problem

Instructor Notes:  A consequence of not understanding the problem is an increased 
likelihood of repeating it. A consequence of misunderstanding the problem can be imple-
menting solutions which are irrelevant. In this case, an increasing number of runway 
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incursions was attributed to pilots not being able to see the markings on the runway. So 
the solution was to paint wider markings. When the mishaps continued to occur, a sec-
ond and more thorough look found out that runway markings weren’t the issue at all. 
Implementing a solution before understanding the problem in this case was a waste of 
time and money, and more importantly, didn’t help prevent future mishaps.

Student Notes:  

15.  Value of a post-mortem…Not the blame game!

Instructor Notes:  One of the BIG obstacles to doing post-mortems is the perception 
that the effort is designed to place blame. If that is true, then most of those involved will 
expend their energies to ensure the amount of blame they take on is minimal. And who 
could “blame” them? Research has shown, and your experience probably tells you, that 
once people suspect the process is all about punishing the “guilty”, then the process is 
hosed. Part of that may stem from historic efforts which only look at cases where the out-
come was bad. It’s a compelling reason to look at all cases. Another problem has been in 
the failure to recognize that there are numerous contributors to outcomes, good and bad, 
at all levels. To affect real change, we must consider all levels, and consider how the 
entire process came together during the event. 

Student Notes:  
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16.  A basic philosophy

Instructor Notes:  The need to fingerpoint and place blame on someone who can take 
the fall is counterproductive. Much more beneficial is to see how each of us contributed 
to some outcome in our own way. 

Student Notes:  

17.  What makes post-mortems ineffective?

Instructor Notes:  When we go into an event with a strong perception as to the cause, it 
can result in missing important information. Sort of like when you decide that tornadoes 
aren’t going to happen today and you therefore never check for velocity couplets. It’s like 
having blinders on. The more open minded you can be when reviewing an event, the 
more likely you are to discover things you hadn’t anticipated. As Mr. Davis says, the 
power of one’s preconceptions can cause us to totally miss the boat. No doubt Lord Kel-
vin would like to have had the opportunity to take this statement back!

Student Notes:  
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18.  What makes post-mortems ineffective

Instructor Notes:  The one who goes into an event with a “favored solution” in mind will 
no doubt find what they are looking for…somehow. There can be all kinds of reasons for 
this approach, most of which are left for your imagination, but the end result can be that 
real and meaningful cause and effect are left out, and therefore not addressed in the 
solution. The article from Moorhead et al in Human Relations points to the dangers. 
Finally, it’s important to not just get facts but get “stories”. Some of the most important 
information can be gleaned when people recount events. One of the things that gets left 
out with just the facts is how pieces of information fit together…their causal relationships. 

Student Notes:  

19.  What we learn depends on how we conduct the 
post-mortems

Instructor Notes:  The bottom line is that what you get out of a post-mortem depends on 
your attitude going in and the process by which you conduct it. In the final report regard-
ing the Columbia Accident, it was noted that with both the Challenger and Columbia, 
problems were accepted without a full understanding of the risks associated with those 
problems. Some had mistaken being very lucky for being very good. 
10 of 36



AWOC Core Track FY12
Student Notes:  

20.  Challenges in performing post-mortems

Instructor Notes:  So let’s look at some of the challenges we face when doing a post-
mortem. They involve how we measure success in the first place, how we define and 
account for human error, and the effect of biases. Col Scott probably said it best when he 
said, “What you see depends on where you sit.” This is certainly the case as an event 
unfolds (whether 9/11 or a significant weather event), as well as in looking at an event 
after the fact. 

Student Notes:  

21.  a. Measuring success Which Office Performed 
Better?

Instructor Notes:  Let’s look at how success may have been measured for these offices. 
The statistics are fairly close with Office A showing slightly better numbers. Based on 
these measures of success, which office did a better job? Which office would you rather 
be? Is there more information you would like to know before you decide this? If so, what 
are some of the questions you’d like to have answered? 
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Student Notes:  

22.  To learn, you must go deeper

Instructor Notes:  If you do seek more information, you are on the right track. These 
numbers tell some of the story but not the whole story. Other issues were involved. 

Student Notes:  

23.  What doesn’t this graph tell us about individual 
events?

Instructor Notes:  Here are just some of the details which might be useful when trying to 
decide what performance was really like. Answering these questions may help us know if 
the event was handled well or if there is room for improvement, and if so where? These 
and other questions you and your co-workers might have should be included in a routine 
part of a post-mortem.
12 of 36



AWOC Core Track FY12
Student Notes:  

24.  b. The human aspect

Instructor Notes:  Human error has been implicated in 60-80% of incidents/accidents in 
complex, high technology systems. These systems include aviation, nuclear power, oil, 
medical, rail, and marine transport industries. Weather forecasting also occurs in a com-
plex environment. Although the overall rate of many industrial and transportation acci-
dents has declined steadily during the past 20 years, reductions in human error-related 
accidents have not paralleled those related to mechanical/environmental factors. The 
tendency after seeing this is to think that humans are becoming more and more of the 
problem. Is that really what is happening? What are some other explanations?

Student Notes:  

25.  Some possible explanations

Instructor Notes:  In Shappell and Wiegmann’s studies, it is revealed that as technology 
continues to expand in scope and coverage, the need to include the human user in the 
design is not always (or even often) considered. Technology which does not consider 
how a human operates, especially an expert, is not going to have good results when 
fielded. It is also a possibility that the person using the technology will have an overconfi-
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dence in its ability to perform a function. This may result from never having seen the 
technology “fail” (perhaps too few cases), or from not having much expertise in the area 
(must rely on technology as I don’t know any better). Finally, it is likely that we are not 
getting routine feedback on the human-system interactions. That feedback is not only 
necessary during design but after implementation. 

Student Notes:  

26.  What is human error?Complex systems and 
human error

Instructor Notes:  There are lots of definitions of “human error” all of which seem to 
point to the action taking place at the “sharp end of the stick”. This is where the practitio-
ner takes everything which has gone into the process up to this point and makes a yes/
no, warn/no warn, shoot/don’t shoot etc., decision. While that may be the easiest thing to 
do, it is extremely simplistic and does not account for all the components present in a 
complex system. Bill Corcoran who studies events and their causes for a living, points 
out that the behavior of the human is not the start of everything, but rather the result.

Student Notes:  
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27.  What is the danger when using the term “human 
error”?

Instructor Notes:  Far from being a compelling diagnosis, citing human error has often 
been used to direct blame. In reality, it is not an objective assessment and may actually 
keep an investigation from going any further. A “Heads will roll!” mentality. There is 
something in assigning “human error” which implies that nothing is really wrong, except 
the person making the decision. 

Student Notes:  

28.  Addressing the Problem

Instructor Notes:  So to address the problem one can take a couple of stances. Decide 
the human is really the problem and ramp up the automation to replace them. This might 
have one set of implications when the task is wrapping bon-bons in candy wrappers, but 
an entirely different implication when the human in the loop is there to add expertise and 
employ critical thinking. Another solution might be to look at the way the human and 
automation interact and view “errors” as a form of information about that interaction.

Student Notes:  
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29.  c. Hindsight bias A tendency to exaggerate what 
could have been anticipated in foresight

Instructor Notes:  What are some other dangers when doing post-mortems? Have you 
ever seen a bad outcome and wonder “just what was the guy thinking?” or thought “Any-
body should have been able to see that!” Well that may be how you feel, and it may even 
be true, but apparently it didn’t happen in this case and the question is “why”? To really 
understand how we got from a to b, it is important to leave behind what you know hap-
pened, and put yourself in the position of the decision maker and see what they saw at 
that time. This helps avoid the “hindsight bias” which is a tendency to exaggerate what 
could have been anticipated in foresight. We see lots of issues regarding this in the 9/11 
discussions. Look at the options which were available to the decision maker at the time 
and see how they got to where they went. That’s where the real understanding of the 
process and the potential solutions lie. If you only set yourself at the end of the event and 
look backwards, you won’t have the same view. The best way to work a maze is by start-
ing at the end and going back to the beginning…there is only one way to go and it is 
obvious. But that tells you nothing about how it was possible for the events to unfold as 
they did. 

Student Notes:  

30.  d. Outcome bias Judging the decision process by 
its outcome

Instructor Notes:  Another bias to be aware of is the “outcome bias”. In this instance we 
tend to judge the process by the outcome. Good outcome…must have been good pro-
cess. Bad outcome…must have been bad process. Not necessarily. In the first example, 
a tornado warning was issued and no verification was received. Was it a good or bad 
decision process based on what you see here? Although verification stats show a check 
in the FAR column, do you feel the warning justified based. Strong rotation at more than 
one slice at a location with a pendant and inflow notch are certainly in the tornado poten-
tial category. Maybe no one was there to witness it, or maybe it just didn’t happen. Know-
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ing the limitations of the science and technology as well a need for adequate lead time, 
perhaps this was the best decision. In the second example, no warning was issued and 
nothing was reported. Was it a good or bad decision process based on what you see 
here? True it went down in the books as a good non-warning decision but that could 
have been attributable to other things, not to mention one of which was nobody in the 
vicinity. While you might could argue the tornado potential with this, are there indicators 
that at least large hail is occurring? 

Student Notes:  

31.  Getting past the outcome bias How about 
evaluating the process?

Instructor Notes:  So it is important to do the best we can with what we have and what 
we understand. Ultimately when assessing the process, you want it to be sound and 
based in a good understanding of the science and technology with consideration to the 
context of the event itself including the public you serve. You’d want the action repeat-
able. The process is in our control, but the outcome is not. Dr. Hammond captures the 
dilemma when he discusses the effects of irreducible uncertainty. At any moment in time 
there is some degree of uncertainty and if you are not able to reduce it by adding data or 
adding understanding, you must make decisions based on the information available at 
the time, imperfect as it can be. 
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Student Notes:  

32.  Overcoming biases To affect outcomes, evaluate 
the process

Instructor Notes:  One set of questions you might ask of yourself after an event is 
whether or not you would do the same thing next time? Maybe ask some co-workers or 
someone you’d consider an expert. If all agree, then you probably have a good process 
and the issues may have resided in the uncertainties of the data sets or technology we 
have. Or it could have been a conscious decision to err on the side of caution due to an 
unacceptable risk you perceived for those in the path. If others might have done some-
thing else, look at their reasoning and discuss. Maybe you haven’t thought of all aspects, 
or maybe they haven’t thought of yours. Regardless, it’s an opportunity to grow in knowl-
edge and advance your critical thinking skills. 

Student Notes:  
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33.  Some contributors exist for years

Instructor Notes:  Another example can be gleaned from the final report on the Colum-
bia mishap. This takes into account the “latent” conditions which are in place at the time 
of the incident. Latent conditions can go unaddressed for long periods of time for numer-
ous reasons, but one of the more common is the effort it takes to resolve, especially if 
nothing “bad” has resulted so far. Numerous latent conditions, many still in place after the 
Challenger investigation, were cited as contributors to the Columbia accident. Ultimately 
you want to identify these “holes” or absent defenses and plug them up before they con-
tribute to a larger disaster. 

Student Notes:  

34.  In a warning environment

Instructor Notes:  How about in warning operations? There may be organizational 
issues in place either nationally or locally every day which are not in and of themselves 
bad. However when put with other contributors, they can facilitate a bad outcome. In this 
example, the “slices of swiss cheese” are organizational factors, technology, science, 
and human factors with the “holes” in each representing factors or in some cases contrib-
utors to the outcome. 
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Student Notes:  

35.  A post-mortem database A database can tell us 
several things

Instructor Notes:  Next we want to look at another motivation for doing post-mortems 
which is producing a database. When we no longer have just a few in depth assess-
ments, but rather a large population of events, much can be revealed. We can see if 
most contributors to bad outcomes all fall in the same area, or if they vary by office or 
region or time of year. We can compare meaningful statistics over time to see if more or 
less outcomes are being affected by technology-based contributors, or if workload for 
instance, is becoming more and more of a factor. We can answer those questions about 
sampling issues or time of day and see if there is a relationship between these occur-
rences and our ability to get lead time. 

Student Notes:  

36.  Insight from a post-mortem database

Instructor Notes:  Here is an example of a database of Nuclear Power Plant operations 
in 1983. By having a database, it was readily apparent what categories were showing up 
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in what numbers. Human performance (and hopefully we now have a better understand-
ing what we mean by that) was the leading category. Design deficiencies followed that. 
This can be helpful (after digging a little deeper of course) when trying to adjust problem 
solving resources. 

Student Notes:  

37.  Example of a post-mortem database Aircraft Safety 
Reporting System (ASRS)

Instructor Notes:  Another example of the use and construction of a database can be 
seen in the Aircraft Safety Reporting System (ASRS). This came about when it was felt 
that valuable information and critical lessons were being lost because flight crews had no 
avenue to express concerns (below the NTSB investigation level) without fear of retribu-
tion. This website is used for flight crews who want to anonymously report safety issues 
which occur during the course of a flight. None of these would be under the guise of a 
full-blown NTSB investigation, but most have resulted in a near miss of some disaster. 
The information flow via this vehicle is two-way. The arrows indicate both where a report 
can be generated, and where database information can be extracted. In this example we 
see a list of categories under which the issues reported fall into. In particular we will look 
at the “Crew Resource Management (CRM)” Issues. 
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Student Notes:  

38.  ASRS Sample Entry

Instructor Notes:  By selecting on this we see several entries, one of which we have 
displayed. We see the “just the facts ma’am” type of stuff on the left (all of which has 
been stripped of pilot/plane identification), and the narrative which accompanied this on 
the right. You can see why this incident report has fallen into the crew interaction cate-
gory and how big of a potential disaster this person felt they had. There is a boatload of 
information in this which if we waited for the actual disaster to occur before studying, we 
might not have seen before the next time it occurred and did result in disaster. Think of 
times where you’ve had near misses, the “right thing for the wrong reason” type of situa-
tion and imagine how beneficial it would be to study that type of situation as well.

Student Notes:  

39.  Firefighting post-mortem database

Instructor Notes:  Here is a look at a limited number of wildfires, in particular those 
which resulted in fatalities amongst firefighters. In this case, we see what all the events 
had in common. All revealed because a database of incidents were looked at. By the 
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way, your experiences in the warning environment may have something in common with 
those facing decision makers in the fire fighting world. 

Student Notes:  

40.  Naval Safety Center database entries

Instructor Notes:  Another database, this time the Naval safety Center database. This 
information must first be illuminated, via a post-mortem type of process, before it can be 
gathered and used for local and agency purposes. Once again, while many of these 
entries are domain specific, many could apply to any domain. 

Student Notes:  

41.  NWS Example What factors contributed to 50 
missed hail events?

Instructor Notes:  An example closer to home shows how we are beginning to use an 
NWS database to see what factors have contributed to certain events. In this example, 
Root Cause Analysis done by AWOC students (something you’ll be doing soon!) shows 
that in 50 missed hail events, numerous factors contributed. In this case, communication 
and teamwork failures showed up as a contributor 34 times in these 50 missed events.
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Student Notes:  

42.  Methods of performing effective post-mortems

Instructor Notes:  In this last section we’ll look at post-mortems which are done in the 
NWS and suggest some additional possibilities. There currently is a variety of ways in 
which we examine events, varying considerably by region and by office. Next we’ll look 
at a method of going in deeper to particular forecast or warning decisions. 

Student Notes:  

43.  Root cause?

Instructor Notes:  That further investigation might take the form of a root cause analy-
sis. While the term “root cause” implies there’s one thing at the bottom of it all, it really is 
not the case. In fact, nothing could be further from the truth. Every “cause” has causes of 
its own.
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Student Notes:  

44.  Root cause?

Instructor Notes:  When doing a root cause process, one uncovers numerous “roots” 
each with numerous “offshoots” which have all contributed to an outcome. While the def-
inition of Root Cause Analysis is wide and varied, depending on where you ask, the one 
listed here seems to fit our needs. 

Student Notes:  

45.  What is the value of finding the root causes?

Instructor Notes:  So why find the root causes? Just as with the “swiss cheese” model 
of “latent” factors, the root causes of most incidents are present long before the thing 
happened. For example, organizational factors don’t instantly appear at the time of an 
incident or a disaster, they pare present long before. 
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Student Notes:  

46.  One example of how a root cause analysis works

Instructor Notes:  The ways in which you can do a root cause seem to be numerous. 
Lots of schools of thought exist on how and when these should come about. There are a 
host of vendors and sites which offer root cause training. Some require travel, while oth-
ers can be done on line. If you are interested, some resources which point to further 
training can be found at the end of this presentation. One example is presented here but 
this is certainly not the only way, or maybe even the best way to do the process. But it is 
one we’ll use in our simplistic example. For this analysis, the “thing that happened” 
(either good or bad) is what you start with. You ask “why” did this happen or state, “this 
was caused by” and then get at least 2 contributors to that, listed here as A,B,and C. In 
this method, A, B, and C must all have occurred together. If you take A away, no prob-
lem. If you take C away, no problem. All must have occurred together. Then each of 
these has a list of contributors, and so on. This process will end when: You get enough 
information to work solutions You run out of time The “branch” your going down is cost or 
time prohibitive or out of your control We’ll look at some actual examples shortly.

Student Notes:  
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47.  Let’s look at one event

Instructor Notes:  For comparison’s sake, here’s an event which had a negative out-
come. This is how it might look in a write-up which captures the facts of the event. In this 
case, there was no tornado warning for a county in which deaths occurred. We’ll do a 
RCA on that particular event.

Student Notes:  

48.  Example 1

Instructor Notes:  So we start with the “unwarned tornado”. The two things which had to 
occur together for this to be an issue are: Tornado occurred AND no warning in effect. 
Change either of those and your outcome is different. As some information on the side, 
we see that there was an expectation by the team in this event that a warning was 
needed. Hmmm…so why didn’t it happen? Of the two causes, “tornado occurred” and 
“No warning in effect”, we will choose to focus on the “no warning in effect branch”. If this 
was a science based focus, we might choose to go down the “tornado occurred” branch 
and see what clues the science holds (especially useful when there was no expectation 
of tornado possibility), no doubt leading to some research. With each factor…we ask 
“why?” in order to determine what comes next. You can see the various contributors to 
the question as to why no warning was in effect. Included here are inputs from all team 
members which ultimately point to several factors, some technological, and several 
involving communication and roles and responsibilities. It is easy to see how this warning 
fell through the cracks with this in place. 
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Student Notes:  

49.  RCA – What to investigate: April 14, 1912

Instructor Notes:  Sometime you have to stop and see what exactly it is you want to 
investigate. Do you want to know why the ship sank?

Student Notes:  

50.  Boat met iceberg 

Instructor Notes:  The answer to that is as simple or as complex as you like. Obviously, 
the more detail you can discover, the more opportunities you have to intervene. You may 
also want to, at least in this case, ask why people died. Certainly ships have sunk where 
no one died. That would open up your RCA to account for many other facets. Changing 
any factor you see listed in an RCA would change the outcome. The more detailed your 
RCA is, the more opportunities you have to see what interventions are the most doable. 
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Student Notes:  

51.  Another Example

Instructor Notes:  Here’s another example. Remember to ask “Why?” or state “This was 
caused by…” before going on to the next box. 

Student Notes:  

52.  Group RCA

Instructor Notes:  Everyone will have a perception about what “the problem is”. In most 
cases, their perception is right, just incomplete. Much like the earlier example of the 
description of the elephant. The purpose of the RCA is to validate these perceptions with 
evidence and then locate them in the proper chain of events. 
29 of 36



Warning Decision Training Branch
Student Notes:  

53.  RCA Good Practice – Ask the hard question

Instructor Notes:  One of the most challenging yet beneficial practices in doing root 
cause analysis is to take a close look at our own actions. While it’s tempting to limit your 
sights on what everyone else did wrong, it is far more revealing and more productive to 
look at what you could have done differently, afterall, you can change your behavior far 
more easily than you can change others. In this example, the RCA author tied a delay in 
product issuances to their own behavior the day before.

Student Notes:  

54.  When to do an RCA

Instructor Notes:  When should you do a root cause analysis? More schools of thought 
on that, whether it be event driven, or a function of resources, etc. It will take some time. 
Maybe your office, or you personally, want to develop some guidelines. Generally, use it 
any time you want to find casual relationships. Not just the facts, but how everything fit 
together. Pick one warning outcome or decision. Look at events that went well, and also 
look at “near misses”. As Corcoran states, if all you look at is big events, you will soon 
have another big one to investigate. 
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Student Notes:  

55.  Learning Objectives

Instructor Notes:  We’ve restated the objectives here. 

Student Notes:  

56.  Performance Objectives

Instructor Notes:  The performance objectives will take the form of exercises which are 
outlined on the following slides. 
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Student Notes:  

57.  AWOC CORE 3 Assignment 1

Instructor Notes:  Try your hand at this easy RCA. Fred is on midnight shifts. His last 
one is tonight. During the day, instead of sleeping, Fred went to a fishing tournament at a 
lake 150 miles away. Fred loves fishing. Because Fred never checks the oil in his car, car 
trouble on the way home delayed his arrival back to 11pm. Fred then laid down for “just a 
few minutes” setting his alarm for 11:30pm. A storm knocked out power and Fred’s alarm 
clock didn’t go off. He woke up when the his office called at 12:15am to see where he 
was. Hint: Start with “Fred is Late to Work” When finished, upload your file to the LMS to 
receive one possible solution to this. 

Student Notes:  

58.  Assignment 2

Instructor Notes:  Do a Root Cause Analysis on the following event: A low end to mod-
erate severe weather event is in progress at WFO WOW. The Forecaster –in-Charge 
acting as the Warning Coordinator (WC) has sectorized warning operations to give Fore-
caster A several storms in the Southwest part of the CWA. Forecaster A is experienced 
but tends to work in isolation. The WC tells Forecaster B to monitor a small cluster of 
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storms over the Northern part of the CWA. These are not severe but may produce some 
marginal hail and flash flooding. Forecaster B, who has just completed 88D training is 
relatively new to the office. The WC mentions that they might need some help if things 
continue to develop. He then calls SPC for a discussion regarding expectations. Mean-
while, the SOO drops by the office to check the weather before he heads out of town. He 
passes by the WC, makes eye contact, sees he’s on the phone and walks on. The SOO 
then saunters by everyone else, noticing they have their hands full so he sits at an open 
workstation and peruses the data. He spends time interrogating the radar data including 
a newly developed storm over the Southeast part of the CWA (he doesn’t realize it’s 
newly developed). This new storm intensifies. The SOO comments out loud at how 
impressive it now looks. Forecaster A says “Uh-huh.” Forecaster B thinks it looks severe 
and audibly concurs. Forecaster B is glad the SOO has come in to help but is wondering 
why the SOO isn’t issuing a warning. Being new to severe weather and the office, Fore-
caster B assumes the SOO knows best. The SOO assumes there’s a warning out but 
can’t find evidence of it. Forecaster A is busy fighting with WarnGen. The WC gets off the 
phone in time to get a report of golfball hail associated with the new storm which has no 
warning on it. All four forecasters look at each other with dismay. Hint: Start with 
“Unwarned hail event” When finished, upload your file to the LMS to receive one possible 
solution to this. 

Student Notes:  

59.  Assignment 3

Instructor Notes:  In this assignment, you are asked to do a RCA on some warning 
event or decision. Missed event, event you hit, good lead time, negative lead time, false 
alarm, scope not anticipated, etc. 
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Student Notes:  

60.  RCA Toolkit

Instructor Notes:  You’ll be using an online RCA Toolkit in order to submit your RCAs. 
We’ll have a special website for you to go to in order to enter the data on your RCA. We’ll 
provide you the link and instruction on how to do this in your teletraining session.

Student Notes:  

61.  Questions? Email: awoccore_list@wdtb.noaa.gov

Instructor Notes:  
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Student Notes:  

62.  As an Organization...

Instructor Notes:  Finally, when doing post-mortems it’s important to keep in mind that 
most people are doing there best. No one intends to work an event that has a bad out-
come. We are all part of the same agency (especially as far as the public sees) and what 
any office does reflects on me, whether it be a local office or an office at region or head-
quarters. We are all part of the same team and we can either support each other in that 
or not. This quote from Shappell and Wiegmann illustrates the belief in an aviation envi-
ronment. 

Student Notes:  

63.  References

Instructor Notes:  
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Student Notes:  
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1.  Incident and Decision SupportPlanning, Strategy, 
Expertise, and Innovation

Instructor Notes:  Welcome to Incident and Decision Support. This lesson is brought to 
you by David Andra (SOO, WFO Norman) and Bill Bunting (MIC, WFO Fort Worth).

Student Notes:  

2.  Objectives

Instructor Notes:  This lesson has four objectives.

Student Notes:  

3.  Why Do We Care?

Instructor Notes:  You may wonder, “Why the emphasis on incident and decision sup-
port?”  The fact is that the NWS can play an important support role in disasters and other 
situations where decision-makers need detailed weather information.  Since 9-11, our 
role has expanded at an ever-increasing rate.
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Student Notes:  

4.  NWS Future Direction - Improving forecaster-
provided interpretive services for decision makers.- 
Jack Hayes, NWS Director

Instructor Notes:  NWS Director Jack Hayes recently articulated his vision for the future 
when he called for improved forecaster-provided interpretive services for decision mak-
ers.

Student Notes:  

5.  What is an Incident?

Instructor Notes:  Before we go to far, it’s important to define what we mean by the term 
“incident.”  In this definition we find the term has a broad meaning that encompasses 
both natural and manmade events – virtually any hydrologic or weather-sensitive circum-
stance where we can help mitigate the hazard and help leaders make informed deci-
sions.
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Student Notes:  

6.  A Range of IncidentsShort Duration, Localized

Instructor Notes:  Incidents come in many shapes, sizes, and durations.  Coping with 
and understanding the vast range of possibilities is one of the main challenges in effec-
tive incident support.   In this slide we see “incidents” that include localized very dense 
fog that can cause major impacts to surface and air travel, flash flooding that may sweep 
cars from roadways,  and a violent tornado.   At this end of the range incidents may be 
only be important over a small part of a county with durations as short as a few minutes.

Student Notes:  

7.  A Range of IncidentsNational Importance

Instructor Notes:  At the opposite end of the scale lie catastrophic events that impacts 
millions of people, last for weeks or months, span states, cost billions of dollars, and cap-
tivate national media interest.   He we find things like the Columbia accident, the 9-11 ter-
rorist attacks, and major hurricanes.
3 of 14



Warning Decision Training Branch
Student Notes:  

8.  A Range of IncidentsEverything In the Middle

Instructor Notes:  Most of the time the events involving your office will be somewhere in 
the middle.  Here, a snow storm, flooding in a small town, and a derailment fall into the 
middle ground.  Even though these events occur frequently, they can still be deadly and 
cause substantial damage.

Student Notes:  

9.  A Range of IncidentsPlanned vs. Unplanned

Instructor Notes:  In addition to variations in space and size, incidents may also be cat-
egorized as planned and unplanned.  Obviously events like the flash flood are not 
planned.  However, contrast that to support provided to federal, state, and local law 
enforcement for events like the Superbowl.  Planning for managing security and logistics 
begins months or even years in advance!
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Student Notes:  

10.  What is Decision Support?

Instructor Notes:  We spoke about the definition of “incident,” but what about “decision 
support?”   Decision support is about conveying relevant information to those tasked with 
making decisions effecting others.  Here, we define the key components of decision sup-
port as: “Specific, mission-based, situational information, including our expert interpreta-
tion and explanation, provided in formats and language our customers understand.”

Student Notes:  

11.  Examples of DSS

Instructor Notes:  The IMET program is probably one of the first examples we think of 
when discussing decision support services.  This is a form of on-site decision support.
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Student Notes:  

12.  Examples of DSS

Instructor Notes:  We may also provide decision support through our presence in a 
state or local emergency operations center.  While our role in decision support services 
at a fire scene is fairly well defined, our services in the EOC may be for disaster recovery 
efforts, as the Norman office did following the Murrah Building bombing.  We may be 
called upon to provide support during an approaching hurricane, flood, or even to sup-
port a preparedness exercise.

Student Notes:  

13.  Examples of DSS

Instructor Notes:  Here NWS forecasters use laptops to access web-based information 
and provide interpretation for those supporting Super Bowl security.
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Student Notes:  

14.  Examples of DSS

Instructor Notes:  The ever-growing capabilities of the internet provide a fertile area for 
development of decision support services.  Here are just a few examples.  For the first 
time we can now provide narrated, graphical briefings such as this example from Little 
Rock.  Or, specialized information for planned incidents like the 2010 Winter Olympics.  
Many government agencies use GIS to integrate geospatial data sets to support decision 
making.  Expect GIS formats for weather data to be another web-based growth area for 
DSS.

Student Notes:  

15.  Essential to understand needs of decision makers

Instructor Notes:  We must work to understand our customers needs and decision 
points if we are to provide the best support.  For example, in coastal areas what thresh-
olds or decision points determine when, where, and how an evacuation takes place for 
an approaching hurricane.
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Student Notes:  

16.  Essential to understand needs of decision makers

Instructor Notes:  Continuing with the hurricane example, how do they use uncertainty 
or probabilistic information?  Can you help with the interpretation?

Student Notes:  

17.  Essential to understand needs of decision makers

Instructor Notes:  How we deliver our expertise depends on our customers.  Some will 
require on-site support, others will utilize our web page alone, while others may utilize a 
conference call or webinar.
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Student Notes:  

18.  Situational AwarenessHow do you…

Instructor Notes:  In other words, how do you get and maintain that “complete mastery 
of your environment” as described by Captain Sullenberger. Ask yourself these ques-
tions. How do you   - become aware of an incident?  - quickly assess the scope and 
impacts?  - develop a plan and respond? We’ll see these questions again at the end of 
this lesson.

Student Notes:  

19.  Situational AwarenessTechnology

Instructor Notes:  Situation awareness-related technology could be virtually any tech-
nology that helps to understand and manage information.  It may take the form of multi-
monitor displays that integrate weather information, media coverage, and status of 
important systems.  Amateur radios, web cams, cell phone cameras, web based scanner 
services that allow you to monitor emergency radio traffic, devices that allow you to 
stream media coverage (video and audio) from remote parts of your CWA are other 
examples.
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Student Notes:  

20.  Rapid Service Evolution

Instructor Notes:  The ability to respond to an incident or event develops over a period 
of time based on a detailed understanding of decision maker information needs and on 
the development of methods of communicating that information.   Service evolution that 
evolves over months and years can be viewed as strategic in nature, and is continually 
refined based on advances in science and technology and feedback from past events.  
Tactical service evolution can be viewed as adjustments to decision support services that 
are made during the course of an incident or event.  Experience from past events sug-
gests that local office guidance on incident decision support should be flexible in nature 
and allow for operational staff to respond to changing circumstances.

Student Notes:  

21.  Potential role of technology in service delivery

Instructor Notes:  Changing technology, especially the spread of broadband communi-
cations, is allowing us to reach and interact with our customers in ways we would not 
have imagined even a few years ago.  Meanwhile, new capabilities are evolving within 
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the NWS to produce mesoscale forecasts and help quantify uncertainty through ensem-
bling.

Student Notes:  

22.  Potential role of technology in service delivery

Instructor Notes:  An area of rapid growth is that of social media and other technologies 
that link people.  Just how the NWS will fit in and benefit remains unclear.  What is appar-
ent, is that such networks have the ability to reach vast numbers of people very quickly 
and in ways they are accustomed.  For now, keep an open mind, consider the possibili-
ties, and be ready to learn new ways to provide decision support services.

Student Notes:  

23.  Additional Resources

Instructor Notes:  There are many training opportunities that will better prepare opera-
tional staff for incident support.  FEMA and COMET courses can be taken at times that 
are convenient for the student.  Tabletop and full-scale exercises with local communities 
and their emergency personnel are typically scheduled throughout the year, and give 
NWS staff the chance to interact with local decision makers in a realistic decision support 
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environment.  At the same time, exercise participants can be introduced to a range of 
NWS support services that goes beyond traditional hazardous weather products.

Student Notes:  

24.  Closing Thought

Instructor Notes:  In conclusion, this proverb underscores the importance of your ability 
to recognize the potential importance of any incident and the willingness to act accord-
ingly.

Student Notes:  

25.  Assignment

Instructor Notes:  The assignment for this lesson is to go to the LMS and submit your 
answers to the following questions (you may need to have discussions with co-workers 
before completing this):  In my office, how do I/We: Become aware of an incident? 
Quickly assess the scope and impacts? Develop a plan and respond? Your answer will 
be submitted using the “Assignment” tab in the LMS for this lesson. 
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Student Notes:  

26.  Questions

Instructor Notes:  

Student Notes:  
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1.  Data Quality

Instructor Notes:  

Student Notes:  

2.  Learning Objectives

Instructor Notes:  It may be challenging to remain aware of the fact that radar is not a 
perfect sampling tool. The considerations listed here will impact (to varying degrees) the 
quality and quantity of the radar data depicted on your display. Unfortunately, most of 
these impacts are not always apparent by simply looking at the data. You (the user) must 
do the work of keeping these in mind and assessing as best you can when the data you 
are depicting are not telling the whole story, which in reality, is all the time! 

Student Notes:  
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3.  Most Sampling Limitations…

Instructor Notes:  With a few exceptions, most sampling limitations make storms fea-
tures appear weaker or broader or located somewhere else. A prudent assumption 
would be that what is really there is at least as strong or stronger than what you see. 

Student Notes:  

4.  Learning Objectives

Instructor Notes:  Sometimes recognizing sampling limitations can be like trying to 
imagine the difference between what you see and what you would see under the best 
conditions.  In other words, you know what you should be seeing, and you recognize that 
for whatever reasons, you are not seeing it. In our example here, we look at a picture of 
Abe Lincoln. If we know what Abe should look like under the best conditions, we can 
hopefully recognize what’s missing in this depiction. We have a mental picture (the newly 
arriving image on the left) of what he should look like so we noticed that the highlight 
(yellow circle) was missing. This recognition is hard enough to do with the conceptual 
and compromised images next to each other! Imagine trying to notice something that’s 
missing when you only have the compromised image to see. This is what you are trying 
to do with radar data all the time: recognize what’s missing.  This absent data is an 
example of a “negative cue”.
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Student Notes:  

5.  Being aware of negative cues

Instructor Notes:  A negative cue:  Like when a bunch of adults are talking, with their 
kids playing in the next room. Someone then asks, “Why is it so quiet in there?!”  The 
lack of noise coming from the next room is a significant ‘negative cue’ which causes you 
to investigate further. Sherlock Holmes solved a crime with a negative cue. The lack of a 
dog barking during the time of a neighborhood crime inferred to him that the criminal was 
known in the neighborhood. The missing sound of a dog barking was a negative cue.

Student Notes:  

6.  What’s a negative cue in the warning world?

Instructor Notes:  Let’s look at some negative cues in the warning world.  When a storm 
moves into a major metro area (1), would you normally expect your public line to ring, 
and would you notice if it didn’t? What would be some possible explanations? Items 2 
and 3 fall in the “if a warning is issued and nobody knows about it is it still issued?” cate-
gory. How would you notice? What might be the cause(s)?  For 4, it might be that no 
warning was issued, or it went the road of #2 and 3. For 5, you might know about cases 
where warnings have been withheld because the “storm’s just not intensifying”, while 
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other warnings have been re-issued for storms that appear nearly “stationary”….all 
because the data were not updating. It has happened. Do you always pay attention to 
the time on products? How about the “blank spot” (6) where a surface ob should be? Or 
that blank position on the ob where the precip type should be? For 7, it gets a little tricky 
when you try to make sure something doesn’t make it through the cracks in your team 
effort at severe weather warnings. A rare and dramatic looking radar image would most 
surely cause someone (the warning forecaster?) to holler, “Wow look at this!” or some 
such, wouldn’t it? What if that didn’t happen, and the warning you might think would 
come, doesn’t? Did they see it? Did they recognize it? Did they type up a warning and 
forget to send? Did the storm develop in a “dead area” between assigned sectors? The 
last three are directly related to imperfect depictions of radar data. In 8, low (green VILs) 
can be a result of sampling errors which happen when the storms move quickly during 
the time it takes for a volume scan. For 9, does “no mesocyclone apparent” mean one 
isn’t there? Nope. At further ranges this could be especially a problem with aspect ratio. 
Further the mesocyclone can appear to shrink or even disappear at certain stages of tor-
nadic development. For 10, impacts of beam width, range, and gaps in elevation angles 
can cause the business end of a storm to be totally overlooked by the radar.    These 
negative cues require you to know what’s “normal” and proactively check-in to see when 
normal is not happening, and then investigate why.

Student Notes:  

7.  Slide 7

Instructor Notes:  Here are some factors which contributed to 65 missed tornado 
events. This comes from Root Cause Analysis studies done for AWOC (See Core 3, Les-
son 3). For example, in 47 of the 65 events, a contributing factor was that the event was 
“not anticipated.” Let’s look at the impact of Sampling and Radar use on the next slide.
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Student Notes:  

8.  Slide 8

Instructor Notes:  In 28 of the 65 missed events, sampling limitations such as aspect 
ratio, viewing angle, range etc contributed to the forecasters inability to recognize the 
threat.  In 22 of the events, improper use of the radar, which could be failure to look at the 
relevant products or elevation angles (altitudes) contributed. It might also have been fail-
ure to look at other radar views of the storm in question. In these cases, the storm proba-
bly looked less threatening to the decision maker than it really was. 

Student Notes:  

9.  Radar Height Estimation

Instructor Notes:  When radars sample the atmosphere, they do so with fixed elevation 
cuts.  These plots represent storm tops which the radar has measured over a period of 
time. Why do they line up in relatively straight lines?  Is that how nature made them? 
Hardly. You might recall that the only height we have is that of the beam centerline of 
each elevation cut. Therefore, anything sampled in that beam will be assumed to be 
close to the height of the beam centerline, which is really what is being depicted here.
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Student Notes:  

10.  Uncertainty in Radar Heights

Instructor Notes:  The uncertainty associated with storm-top height measurement is 
illustrated here.  This shows the uncertainty (in meters) between the WSR-88D deter-
mined heights of a target and the actual heights for VCP 11.  If the storm top is centered 
precisely on the beam center line (base of the red shaded region for each elevation 
angle) then the uncertainty is minimized (or is 0).  This same uncertainty is also applica-
ble to all other radar-based height measurements (e.g., height of the maximum reflectiv-
ity, echo top, echo base, etc.).  For example at the 100-km (54 nm) range from the radar, 
the uncertainty between the radar-observed storm top and the actual storm top height 
can be greater than 9kft for very tall storms (those above 33kft).    

Student Notes:  

11.  Uncertainty in Radar Heights

Instructor Notes:  With all this uncertainty it can be seen that radar is not a precise tool 
when it comes to measuring heights. Impacts of beamwidth, beam filling, limited samples 
with range, gaps, atmospheric refractivity, and the cone of silence can depict heights in a 
poor fashion. When algorithm output (or your use of that output), assumes more preci-
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sion than exists, problems can occur. This can happen with base data, EET, VIL, VIL 
Density, estimated height of any reflectivity value, HI, M, TVS, VAD, VWP, etc.  When 
using radar and all its products, the user must keep this limitation in mind and not place 
an inordinate amount of value on any one piece of data.     

Student Notes:  

12.  Scan strategy determines which parts of the storm 
will be sampled…or not

Instructor Notes:  Storms will look different purely because of the scan strategy 
employed. Derived products such as VIL, CZ, ET, and others will all be impacted by the 
use of different scan strategies. Base data interpretation is also impacted.  In general, the 
more elevation cuts available, the less impact scan strategy will have on the output, and 
the more meaningful will be the information obtained.

Student Notes:  
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13.  Scan strategy impacts – A radar negative cue 
reminder

Instructor Notes:  Rather than have to remember that data around the radar is compro-
mised, this product provides that information. This “graying” out of data tries to provide a 
measure of the uncertainty involved with the data you see. It is a reminder that the Echo 
Tops you would have seen plotted in this area would not have been trustworthy due to 
the effects of the cone of silence (a limitation of using scan strategies).  This is analogous 
to the areas of uncertain velocities being labeled as “range folded”, thereby eliminating 
the possibility of misinterpretation. 

Student Notes:  

14.  Aspect Ratio and Radar Horizon

Instructor Notes:  With aspect ratio, you must know the approximate dimensions of 
your feature in order to determine the extent of the sampling impacts. Large storm? Mini 
supercell?  In general, the closer and bigger a storm is, the better it is represented on 
radar. Smaller features are more significantly impacted when they are further away from 
the radar. In some cases, a feature of interest may be contained entirely in one beam 
width. With velocity, this will often cause the feature to be eliminated altogether. (Note: 
Rotational velocities of storms at further ranges may be lower than you would expect to 
be associated with significant rotation). The impacts of radar horizon are too dependant 
on the type of feature being sampled,  You may entirely overshoot what would have been 
significant cues to threat assessment in some storms, especially lower topped convec-
tion. In addition, storms will appear to change with range simply due to the effects of 
radar horizon. Recall that at close ranges, storms can be sampled at 1kft or less at 0.5 
degrees. At far ranges (>100nm) the 0.5 degree cut is sampling between 9kft and  21kft.. 
Thus a storm moving outward along the 0.5 degree slice will appear to change simply 
due to the changes in the part of the storm being sampled as well as beamwidth. Again 
the impact of both of these sampling limitations most often will be that storms appear 
weaker than they really are. 
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Student Notes:  

15.  Aspect Ratio and Radar HorizonChange size, 
shape, intensity of features

Instructor Notes:  Three views of the same storm, each changing only by range. The 
storm is assumed to be at the center of the grid of potential radar positions. Thus, we 
have a view of the storm from a radar 25 miles to the north (left) and the same storm as 
view from a radar 75 miles to the north (center). The image on the right is the view from a 
radar 100 miles north of the storm.  The storm’s change in appearance is due to both 
aspect ratio and radar horizon effects. Thus, from left to right,  the pixels get bigger 
(beam is larger) and the height being sampled is higher. 

Student Notes:  

16.  Slide 16

Instructor Notes:  Same thing only with velocities. Our beam is getting bigger in the 
images from left to right and we are sampling different altitudes.
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Student Notes:  

17.  Aspect ratio/Radar horizonFar                         Close

Instructor Notes:  View on the left of both Reflectivity and Storm Relative Velocity is 0.5 
degrees, but at 12Kft. View on the right is at 0.5 degrees but at around 1Kft (keeping in 
mind the height uncertainty). Are you always looking at multiple views from various 
radars to account for these sampling impacts?

Student Notes:  

18.  Where is the feature, really?Radar indicated 
location of circulation is less accurate at longer ranges 
(partially due to radar horizon)

Instructor Notes:  In this image, the difference between the radar indicated circulation 
center and the damage path is plotted with range. The distance between the indicated 
feature and the actual feature increases the farther away you are from the radar (i.e. the 
higher you get above the ground). Many times this will be the case when the circulation 
tilts with height. This is helpful information when deciding where the actual threat is in a 
warning, and also in deciding where to go to conduct damage surveys (will likely not be 
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exactly where the center is indicated at further ranges).  When wording a warning even 
though detail is desirable, caution must be exercised in just how much detail should be 
used in stating specific locations and cities affected.  

Student Notes:  

19.  Indicated circulation centers versus actual 
damage path

Instructor Notes:  The location of the circulation center varies at different altitudes (i.e. 
different elevation slices). This variability would also be what you see if you are looking 
from different radars, each perhaps sampling the storm at 0.5 degree but at different 
ranges and therefore different heights. Storm tilt with height is also a major factor. This 
has an impact when using street level background maps when your depiction is at differ-
ent altitudes. For example, in the area enclosed by the red dashed line, the tornado is 
either a couple miles south or a couple miles north of the interstate, depending on the 
depiction you have in front of you (i.e. which altitude you have sampled).  Think about a 
severe weather statement you are writing at this stage and the tornado location you 
would use.

Student Notes:  
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20.  Beam Blockage

Instructor Notes:  Pretty obvious that you are susceptible to beam blockage when you 
see mountains out the window. Still, to what degree the blockage affects your data may 
be challenging to discern.  Other blockage can be caused by nearby buildings, or towers, 
wind generator farms, or as in the case here (example on the far right), a stand of trees 
on a ridgeline. 

Student Notes:  

21.  Beam Blockage 3/11/06 1945z

Instructor Notes:  Where is the data suspect due to beam blockage in these images?  
The circles indicate the general area when the beam blockage will have the biggest 
impact. That blockage will be more significant on the lowest elevation cuts, but will have 
at least partial impact in the higher cuts.  As the storm just northeast of the RDA moves 
east, it will move into this area. Much of the data will become compromised, especially at 
the lower 2 cuts. It can be hard to remember these impact are about to insert them-
selves, and knowing to what degree is an even bigger challenge, especially when not all 
data is blocked.  A tornado is about to occur with this storm.     
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Student Notes:  

22.  Beam blockage overlayNegative cue reminder…

Instructor Notes:  The cue serves to say “don’t trust data in this area”. Close in you 
have the break in the clear air return to indicate where beam blockage is an issue. Would 
you be as aware if the radar was sampling data considerably further out?

Student Notes:  

23.  Beam Sampling: How does it change the 
appearance of echoes?

Instructor Notes:  While you can sometimes imply the impacts of some sampling limita-
tions, with beam sampling, it is almost impossible to do so.  This is especially true with 
changes that occur from volume scan to volume scan and slice to slice at constant 
range.  Many a circulation has appeared to weaken via this process causing misinterpre-
tation by the forecaster. In this depiction, each row is at the same range, but the circula-
tion appears differently based on changes in azimuthal sampling, i.e. the location of the 
beam relative to the actual circulation center. Beam placement is random.  At further 
ranges (top most rows in the graphic) this change is more dramatic because there are 
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fewer (and larger) beams sampling the feature. Look at the row at 100km from the radar. 
The couplet depicted in this row appears to vary from a weak circulation (left) to a decent 
mesocyclone (right). Remember the feature is not changing…only the sampling of the 
feature from volume scan to volume scan (and even elevation slice to slice). Being aware 
of this sampling impact should cue you to not rely too heavily on computed rotational 
velocities or shear values, especially if they appear to weaken drastically. 

Student Notes:  

24.  Beam sampling and range combine to alter Meso/
TVS strength depiction

Instructor Notes:  This graphic shows how rotational velocities can appear to change 
(mostly weaken) as the distance to the feature increases. The feature is not changing, 
just the appearance on radar. All strength changes inside the envelope are due to ran-
dom changes in sampling.  

Student Notes:  
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25.  How strong is the feature, really?We relax 
guidelines at further ranges because of sampling, 
aspect ratio

Instructor Notes:  Here is another tool that the user devised to help remind decision 
makers of the uncertainty of radar data at farther ranges. But even this tool needs chang-
ing as actual circulation size changes (e.g. for mini-supercells).  

Student Notes:  

26.  How does the viewing angle impact data 
depiction?

Instructor Notes:  Choosing which radar will give you the best picture can be a chal-
lenge. This is especially true when the differences are caused by the radar viewing 
angle. Normally the radar nearest the feature in question is the best, but not always!  
Viewing angle impacts may change that radar selection.

Student Notes:  
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27.  Viewing angle is everything when dealing with 
base velocity magnitude

Instructor Notes:  Recall that if the wind is blowing down the radial, you measure all of 
it. If it’s blowing perpendicular to the radial, you measure none of it. Usually it’s some-
where in between.  The bottom left image shows the same radial velocity data when 
viewed from 3 radars, one north of the echo, one east of the echo, and one south of the 
echo (the echo is assumed to be in the middle of the “grid” of radars). The image on the 
right shows the actual flow field superimposed on the last depiction.

Student Notes:  

28.  Viewing angle and the TBSS

Instructor Notes:  TBSS, caused by the presence of large hail, shows up as weak echo 
down radial from the high reflectivity core. Weak or negative velocities show up on the 
base velocity along with very high spectrum widths. Since there is little additional echo 
on the downrange side of the storm in this example, the TBSS shows up very well with 
this viewing angle.

Student Notes:  
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29.  Viewing angle and the TBSS

Instructor Notes:  We can still see this TBSS in this example, although not as well as in 
the last. However, in this case, the weak or slightly negative velocities associated with 
the TBSS are overlaid on the part of the storm where we would expect mesocyclone sig-
natures. The resulting display will be a mixture of velocities from the two signatures.  This 
will change the appearance of the mesocyclone, and perhaps what you conclude about 
it.  This can even disrupt the velocity field as detected by the radar to the extent that both 
the forecaster and the algorithm fail to identify the circulation. 

Student Notes:  

30.  What are impacts of viewing angle when radars are 
at about the same range?

Instructor Notes:  You’d think that radars at the approximate same range would show 
the same thing, right? Often however this is not the case. The storm here is viewed from 
a radar 100 miles to the east (left image) and a radar 100 miles to the southwest (right). 
Differences in the two are caused by several things including the presence and location 
of RF data (a function of PRF selection, range, and intervening echo). Keep in mind that 
the circulation is likely not axisymmetric which may be contributing as well.  While this 
illustration concerns mesocyclone recognition, the same impact is present when viewing 
microbursts or downbursts near the radar.
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Student Notes:  

31.  Culmination of Sampling Issues

Instructor Notes:  Let’s look at one storm as viewed from 4 different radars.

Student Notes:  

32.  What is contributing to variations?(0.5 degree SRM 
for KVWX, KLVX,KPAH, KHPX)

Instructor Notes:  Each of the velocity images is from a different radar. For reference, 
the image is assumed to be in the middle of each of the grid of “potential radars”, with 
each of the grid points representing radar sites at 25, 50 , 75 and 100 nm from the storm. 
So in the upper left image, the radar viewing the storm is to the northwest about 50 miles 
looking at the storm to its southeast. You can see that the storm is sampled at about 2Kft. 
Here are the locations, and sampling altitudes, of the other 3 views.  Take a moment and 
look at these images and ponder if you will why they look different from each other. Some 
hints as to possible contributors to these differences will be appearing on this image.  
When you think you know all the impacts, go to the next slide.
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Student Notes:  

33.  What’s contributing to the variations?

Instructor Notes:  Here are at least some of the contributors to the variations in the 
images you see. Each of these impacts will vary with each radar. How do you know 
which perspective to believe? The variations or limitations listed here will not create, in 
almost every case, a stronger or more pronounced feature than is actually the case.  
Therefore, prudence would dictate that you use of the most impressive depiction. In 
order to do that, you had to make sure you saw all of these views! 

Student Notes:  

34.  Data resolution and its impact on feature 
recognition

Instructor Notes:  Our ability to resolve features, especially small features, is also a 
function of the data resolution. With help once again from Abe, we are able to depict how 
improved data resolution helps us get closer and closer to the real thing. Obviously, we 
can’t resolve the actual feature at this point in time, but we can get close enough to help 
identify the signature. The next few slides will discuss the changes you can expect to see 
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simply based on the changes in data resolution. Keep in mind that these changes will be 
further impacted by the sampling limitations already mentioned. 

Student Notes:  

35.  Data Resolution Alters appearance and location of 
features

Instructor Notes:  Higher resolution data accounts for other differences in data depic-
tion.  In this case we have the low res versus hi res WSR-88D data. Where you place the 
center of the circulation is a function of data resolution.  In virtually every case the higher 
resolution product is most desirable.  

Student Notes:  

36.  Slide 36

Instructor Notes:  In this example, the Salt Lake City WSR-88D is at a greater distance 
to metropolitan Salt Lake City than the TDWR. The WSR-88D also is located at a higher 
altitude. Therefore the WSR-88D 0.5 degree beam is higher above the city than the 
TDWR 0.5 degree elevation beam.  This plus the difference in data resolution accounts 
for a different depiction.  
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Student Notes:  

37.  Slide 37

Instructor Notes:  WSR-88D and TDWR images from May 8, 2003 tornado. The highly 
reflective “debris ball” is noticeable on both images, but the better resolution of the 
TDWR allows for much greater detail.  Question: Are there challenges with seeing all this 
detail? In the TDWR depiction, the debris ball is located within the damage path (white 
lines), where as in the WSR-88D depiction, the debris ball is along and to the north of the 
path. 

Student Notes:  

38.  WSR-88D vs TDWRHigh resolution, close to 
feature

Instructor Notes:  In this case, both radars are close to the tornado, especially where it 
is at its strongest. We’ll take a look at the differences we see here from radars at about 
the same distance, but using different resolutions.
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Student Notes:  

39.  WSR-88D vs TDWRWhat about street level 
information?

Instructor Notes:  This image is similar to the one we showed in slide 20. But in this 
image, instead of having positions that vary because of a depiction of different altitudes 
by the same radar, these differing positions are due to two different radar views.                                                                                                                                                                                                                                                                                                                                   
In this image, the light green is F0 and F1 damage, the light blue is F2 damage, and the 
yellow is F3 damage. The black line is the circulation center as indicated by the WSR-
88D. The red line is the circulation center of the TDWR.  Even at these close ranges, 
there are differences in the TDWR depiction of the circulation center and the WSR-88D 
depiction. The differences are likely due to variations in radar resolution and slight differ-
ences in altitudes sampled, even with both at close range. At one point in time, the 88D 
has the circulation center north of I-240, while the TDWR has it south of I-240 (the same 
problem we saw on slide 20 where we were sampling the circulation at different altitudes.  
This leads to the same dilema: With such variability in the high resolution data close in, 
how can or should you incorporate street-level information in your statements and warn-
ings? 

Student Notes:  
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40.  Summary

Instructor Notes:  To summarize, sampling considerations will always impact the look of 
the radar data.  The question we can not always easily answer is how, and to what 
degree. That often means we have to be proactive in detecting negative cues which 
often come in the form of missing data or data which seems good but is actually highly 
compromised. One way to help minimize the impacts these limitations have on our deci-
sions is to ensure we look at multiple radar views.  One of the best way to do this is by 
having procedures which compare radar views…then all you have to do is remember to 
use them!  Your mission now is to come up with other ways you (or your office) can 
address these issues operationally. 

Student Notes:  

41.  Thanks for your attention!

Instructor Notes:  

Student Notes:  
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1.  Introduction

Instructor Notes:  Welcome to this short module on mitigating potential errors in spotter 
reports.  This lesson, which lasts approximately 20 minutes, discusses how NWS offices 
receive spotter reports, the groups of people who submit reports, and some simple ideas 
on mitigating common errors that can sneak into reports.  My name is Andy Wood, and I 
will be presenting this material.

Student Notes:  

2.  Learning & Performance Objectives

Instructor Notes:  There are three learning objectives and one performance objective 
for this lesson.  Please take a few moments to review these objectives before proceeding 
to the next slide.

Student Notes:  
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3.  Spotter Reports: Vital Ground Truth Data

Instructor Notes:  Anyone even slightly familiar with NWS warning operations knows 
that spotter reports are important.  While all observational data have value, radar data 
and spotter reports are heavily weighted during warning operations.  Radar data, with all 
of its benefits, do have some significant limitations.  For example, the graphic shown is 
from a study comparing radar circulation locations to tornado damage.  The pink line indi-
cates that the further a tornado is from the radar, the greater the error present in the 
radar observed location (Speheger and Smith, 2004).   Spotters are the forecasters eyes 
and ears in the field and help overcome some of radar data’s limitations.  On one hand, 
they provide ground truth data as critical as any mechanical sensor.  On the other hand, 
they are people communicating their observations.  To make the most of this vital data, 
NWS staff must use their meteorological knowledge and people skills to quality control 
these data just as you would from any other “sensor”. 

Student Notes:  

4.  How You Receive Reports Is Important

Instructor Notes:  Before we discuss the individuals who provide you with spotter 
reports, let’s talk for a moment about the ways you receive these reports.  After all, how 
you receive the information can be just as important as from whom you receive it. When 
spotter information comes into your office, many times a spotter has contacted your 
office.  E-spotter is one of many tools that would be used by spotters to send in a report.  
TV reports of severe weather or damage are another method.  Both of these communica-
tion tools are initiated by the spotter and push information into the forecast office.  While 
these “push” technologies are helpful for forecasters, these tools don’t always provide 
you with the information you need, or want.   When a forecast office has to solicit reports 
from spotters, it requires more effort to get the information.  However, if you “pull” the 
specific information into the office this way, you are more likely to get the information you 
are looking for.  The more common tools forecasters use to contact spotters (such as 
Ham radio and phones) also have the benefit of being two-way forms of communication. 
In other words, they are both push and pull tools.  When you contact someone over the 
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phone or ham radio, it’s easier to have a conversation, ask follow-up questions, and clar-
ify what it is they are observing.  During warning operations, you’ll ideally want to achieve 
a balance between the benefits of both “push” and “pull” technologies to receive perti-
nent storm information in as efficient a manner as possible.

Student Notes:  

5.  Recent, Significant Technology Changes

Instructor Notes:  There are many ways that your office can receive spotter information.  
Some methods have been around a while, such as TV, phone calls, and Ham Radio.  
Other methods, such as on-line reporting, is newer.  There are two relatively recent tech-
nology changes that may have, or may already have had, an impact on your warning 
operations. Starting in 2009, nearly all NWS forecast offices will be using NWSChat as a 
collaboration tool to exchange mission critical significant weather information.  This tool 
has both chat and instant messaging capabilities, allowing for quick information 
exchanges between NWS, media, and emergency response personnel.  While NWS-
Chat was not necessarily designed to receive spotter reports, you will inevitably receive 
some through this medium.  If your office has not used chat software extensively in the 
past, expect to receive some reports via this tool in the future. Another relatively new 
resource is the on-line Spotter Network.  This community provides on-line access to real-
time spotter locations, movement, and information.  This information is accessible 
through a variety of software applications (e.g., GRLevel, Google Earth, and RSS feeds).  
In some cases, these spotters will stream their storm video live (or nearly live) on-line so 
that you can see what they are seeing.  While this network is most dense in the Central 
Plains, there are members of this community scattered throughout the lower 48 states.
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Student Notes:  

6.  Spotter Reports: Network Composition

Instructor Notes:  In many ways, the spotters in your county warning area are just like 
any other surface observing network.  Of course, unlike other surface data sources, spot-
ter networks are composed of observers with a variety of experience and skill levels.  
These different observers fall into four general categories:  Local spotters (including 
emergency managers and public safety personnel) trained by the NWS;  Other “experi-
enced” spotters, including storm chasers, researchers, and other weather enthusiasts in 
the area due to the severe weather potential;   Various media (i.e., TV and radio) person-
nel reporting on severe weather and its impacts; and  The general public. On the next 
slide, you will see a breakdown of the pros and cons of observations provided by these 
different groups.

Student Notes:  

7.  Sources of Spotter Reports

Instructor Notes:  

Student Notes:  
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8.  Poor Observations

Instructor Notes:  We’ve discussed how you receive reports and the people that provide 
them.   Now let’s discuss some of the common sources of errors, starting with poor 
observations. Poor observations can result from either honest mistakes, a lack weather 
knowledge, or other reasons. In some cases, these errors result from spotters who don’t 
know what they are looking at, or for, when severe weather is occurring.  Not knowing 
where to look, or what to look for, can result in missing the important details. Other 
reports are poor because clearly observing the phenomenon is not possible. Remote, 
rain-wrapped, and nocturnal tornadoes are examples of this problem. Smoke plumes, 
smoke stacks, or even grain silos in the vicinity of a storm can confuse a spotter about 
what they are really seeing.

Student Notes:  

9.  Poor Communication

Instructor Notes:  Communication problems can also introduce errors into spotter 
reports.  As with poor observations, almost anyone can make these mistakes. The big-
gest problems result from reports that are relayed through an intermediary.  Reports that 
go through multiple parties before getting to the NWS are only as good as the weakest 
communicator in the chain.  As a result, I refer to this problem as “Chain” error.  It’s 
human nature for us to paraphrase, especially when we are busy and repeating informa-
tion constantly.  Anyone can make this mistake.  If you ever played the game “Operator”, 
you know what I’m talking about.  Location error is another possible communication 
problem. When spotters report a location, is that location where they are or where they 
observed (or think) the phenomenon is occurring?  This problem is more likely when a 
spotter reports weather at a distance (e.g., tornado) and less likely when a spotter 
reports damage or an in situ measurement (e.g., hail measured with a ruler). However, e 
in these latter cases, location errors are possible.  When a spotter provides their location 
and the phenomenon’s location, this information can get swapped somewhere down the 
line. Time errors occur in a similar fashion to location errors.  In haste (either the spotters 
or the forecasters), the occurrence time of delayed reports may occasionally be omitted.  
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In these cases, either the time the call was received or the time of an adjacent report 
may be recorded instead.

Student Notes:  

10.  How Many Significant Errors Are There?

Instructor Notes:  While the errors discussed here are not all-inclusive, they can result 
in the more common storm report problems.  So lets ask the question you are probably 
thinking at this point: How many spotter reports have significant errors?  The honest 
answer is we don’t know.  As a result of conversations with multiple WFOs, the minimum 
rate of significant reporting errors is somewhere around 10%.  However, the research on 
this subject has been limited.  One study, Witt et. al (1998), indicated the number could 
be as high as 30% in areas of the country that regularly experience severe weather.

Student Notes:  

11.  Quiz Question #1

Instructor Notes:  

Student Notes:  
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12.  Problem #1: Observing Nocturnal Tornadoes

Instructor Notes:  Now let’s discuss some common situations where spotter problems 
may arise. Regardless of a spotter’s experience level, it’s difficult to identify cloud fea-
tures at night.  Many well-meaning folks have interpreted low-hanging scud cloud as a 
rapidly rotating wall cloud, funnel, or even a tornado.  Educating spotters eliminates 
these problems during the day, but there’s usually not enough light to consistently see 
the features in nocturnal storms.  Many times, the best source of light will be from light-
ning.  Power flash reports can also help identify the location of a tornado.  However, 
some spotters tend to think the power flashes are definitive proof of a tornado.  Unfortu-
nately, power flashes, or arcing lines, can occur in strong straight line winds, or even 
strong inflow winds.

Student Notes:  

13.  Problem #2: Distance to Tornado Location

Instructor Notes:  Regardless of time of day, people have a difficult time gauging their 
distance from storm features.  Even experienced spotters will use some sort of correction 
of their estimate based on their personal knowledge.  Objects at a distance, especially 
those in the sky, appear closer than they actually are when there are no reference fea-
tures to provide context.  When a spotter provides an estimate of a tornado location sev-
eral miles from their location, expect the estimate to have some error.   In these cases, it 
can be helpful to know a spotter’s location.  If you have multiple wall or funnel cloud 
reports observed from a distance, then the spotter locations (along with the direction they 
are looking) can help you triangulate the location.
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Student Notes:  

14.  Problem #3: Accurate Hail Sizes

Instructor Notes:  Spotter reports of hail size have several potential issues. For starters, 
your spotter density will usually be less than ideal to accurately measure hail size in a 
thunderstorm (which is approximately one observer per square mile; Changnon, 1968).  
Time and location errors for hail can occur frequently, up to one-third of the time in some 
cases (Witt et al. 1998).  Recent efforts, such as the SHAVE project, have attempted to 
better measure and verify hail sizes in some areas of the country, but it’s difficult to know 
if this error rate has improved significantly over the last decade. Errors related to hail size 
are often a result of spotters not measuring the stone size with a ruler (or similar measur-
ing tool).  Lacking an objective measurement, a study conducted through the NWS 
LaCrosse, WI office (Baumgardt et al., 2001) found that spotters tend to underestimate 
the size of hail smaller than golf balls.  At larger sizes, the bias is less significant, but the 
size estimates vary greatly.  A study by Herzog and Morrison (1994) found that there 
may be substantial bias towards larger hail stones in Storm Data.  While these conclu-
sions don’t agree completely, one can conclude that it’s easier to get significant overesti-
mates on large hail vs. small hail. In a follow up study, the NWS LaCrosse, WI office 
(Baumgardt et al., 2002) found that spotters are more accurate identifying hail size com-
pared to an object (e.g., egg, golf ball) if they don’t have a ruler.  While this process can 
cause hail reports to cluster at certain object sizes, including golf ball and baseball 
(Edwards and Thompson, 1998), the reports are more accurate than trying to estimate 
the size in inches.
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Student Notes:  

15.  Problem #4: Lack of T-Storm Wind Damage

Instructor Notes:  Strong winds from thunderstorms are often the most common severe 
weather threat reported.  Unfortunately, wind speed estimates from these storms are 
very susceptible to error.  While spotters do their best, they tend to overestimate wind 
speeds (LaDue, 2003).  This issue is most significant for storms with marginally severe 
or sub-severe thunderstorm winds. Unlike speed estimates, damage reports result in an 
objective impact.  Unfortunately, wind damage is either not well reported (or well docu-
mented) at WFOs.  From a small sample of severe weather events, we found that reports 
in phone logs generally contained an indication of wind damage in only 1 in 5 reports.  
Similarly, the climatological record of thunderstorm winds lack detailed records of dam-
age for ¾ of reports (Weiss and Vescio, 1996).  While these numbers have likely 
improved somewhat in recent years, a lack of damage details is still a concern. When 
damage is reported, it’s often tree damage.  Using due diligence, you can often deter-
mine the level of tree damage in first hand reports.  While warning operations are time 
sensitive situations, do your best to document the details of the report.  When working an 
event with numerous reports, you are likely to forget, or confuse, the details of a specific 
report in a few minutes.

Student Notes:  
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16.  Problem #5: Different Kinds of Snow Obs

Instructor Notes:  And now for a problem you might not have thought about being in this 
lesson.  In several forecasts offices, especially those prone to convective snow events 
with strong intensities, there are two different types of snow measurements that they 
receive.  These snow measurements can be classified as either climatological or real-
time.  The difference between the two is in the timing of the observations (NOAA, 1997). 
Climatological snowfall observations, are taken anywhere from once a day to every 6 
hours.  These reports should include new snowfall, snow depth, and liquid equivalent 
and are added to the climatological record of snowfall.   Real-time snowfall observations 
are taken more frequently, usually on the order of once every 1-6 hours.  Real-time 
observations provide the warning forecaster more precise information on snow intensity 
and event duration.  Real-time observations, because they are so frequent, don’t allow 
new snow enough time to settle.  The resulting measurement will overestimate snow 
accumulations when they are compared to climatological observations. If you utilize real-
time snowfall measurements, you should educate your local media to avoid comparing 
real-time and climatological snow totals. If significant deviations occur between your offi-
cial totals and those in media reports, public confusion (and a few angry phone calls) 
may result.

Student Notes:  

17.  Quiz Question #2

Instructor Notes:  

Student Notes:  
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18.  Some Simple Mitigation Steps to Try

Instructor Notes:  Now let’s move on to some simple mitigation steps you can take in 
your office.  For starters, maintain good Situation Awareness (SA).  You likely cannot 
quality control every spotter report as it comes into your office.  With good SA, most 
reports with significant problems will be obvious right away. If you suspect a report is sus-
picious, use radar and other data to match the report to what you are observing.  This 
step can be conducted in real-time, regardless of how the information was received.  
Location or timing errors can be identified best through this data comparison.  During 
post-event analysis, we recommend you compare all of your reports (not just suspicious 
ones) to radar data. Whether or not a report seems suspicious, note whether the report is 
direct from the source or relayed through someone else.  During a significant event, even 
experts at relaying information from others may get confused, mix up information, and 
misread report locations and times.   Knowing which reports are 2nd hand can come in 
handy at a later time during the event if a question arises. Lastly, indicate clearly a 
reports source in your office notes.  Report quality will vary based on both who made the 
report and where they live.  Where NWS-trained spotters are plentiful, they will report on 
events 80% of the time or more.  In areas where spotters are sparse, the chances are 
closer to 30% (Baumgardt, 2004). Following these steps will not catch every bad report, 
but the results you get.

Student Notes:  

19.  Some Questions to Ask Yourself?

Instructor Notes:  Here are some other questions to ask yourself (or the spotter): Are 
they seeing the phenomenon, or are they experiencing the event?  Seeing a tornado is 
one thing, but having your home damaged or destroyed by one is another.  Our eyes can 
be deceived much easier by events at a distance than by more material evidence nearby 
(such as physical damage). Is there only one report?  A single, uncorroborated report is 
more likely to cause decision-making problems in your office.  To put this issue into per-
spective, one out of six tornadoes reported during the May 3rd tornado outbreak in Okla-
homa and Kansas had only a single report (Speheger et al., 2001).  While it’s nice to 
11 of 14



Warning Decision Training Branch
have multiple reports of a single event, it’s not always possible. Are there any non-mete-
orological factors at play?  Highly populated areas are more likely to have people experi-
ence impacts than sparsely populated spots.  Good spotter reports in rural areas are very 
valuable during significant events because there are fewer of them. What time do you 
have?  A report may appear inaccurate because the spotter’s time is inaccurate. For fast 
moving storms, deviations of five minutes or so can be significant.  The clocks in our 
house probably deviate by that much…maybe even more!  When comparing reports to 
radar data, your accuracy is limited to a 4-6 minute window. Some devices, like cell 
phones, regularly synchronize their time with a standard clock.  Comparing these reports 
to suspicious ones in the same vicinity may help identify poor times in reports.

Student Notes:  

20.  Summary

Instructor Notes:  The quality of information we receive from spotters depends signifi-
cantly on the observation source.  The data source depends on both the person who 
made the report and how you receive that information.  Any single report can be good or 
poor. Over the long haul, reports should trend toward the generalizations presented here.    
To assist in your future error mitigation efforts, several common situations were pre-
sented as examples.  Several simple mitigations steps were provided, including some 
basic questions to ponder when analyzing spotter reports that you receive.  Your office 
may have some local policies as well to help mitigate impacts of erroneous reports.  Now 
is as good time a time as any to review your local policies to make sure you understand 
them.  After all, poor spotter information is a single destination, but there are many ways 
to get there.
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Student Notes:  

21.  Questions???

Instructor Notes:  If (after going through this lesson) you have any questions, first ask 
your SOO.  Your SOO is your local facilitator and should be able to help answer many 
questions.  If you need additional info beyond what your SOO provided, send an e-mail 
to the address on the slide.  This e-mail address connects you with all the instructors 
involved with this IC.  Thanks for your time and good luck on the exam!

Student Notes:  
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1.  Conveying Warnings and Public Response

Instructor Notes:  Welcome to this lesson on the warning response process.  This les-
son, which should last about 20 minutes, addresses the general social-psychological 
process that people go through from the time a warning is first heard to the time people 
respond.   My name is Dale Morris and I am joined in this lesson by Chris Spannagle.

Student Notes:  

2.  What response do you want?

Instructor Notes:  What things can a warning forecaster do to get the desired response 
from the public? A man in the path of an F5 tornado actually crawled into a sewer to 
escape injury. During this same event, others left safe shelter to go to a highway over-
pass. Later this same day, patients in a rural hospital were moved into a hallway after 
communication between the hospital and their local emergency manager.  Their rooms 
eventually were filled with tornado debris, but the patients sustained only minor cuts and 
scratches.  The hospital eventually was condemned and torn down. In Missouri, emer-
gency managers were able to move road crews out of the way of an F4 tornado. What 
happened in these situations, and what did NWS forecasters do to elicit these 
responses? Objective metrics like FAR, POD, and Lead Time only partially measure the 
success of a warning event.   
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Student Notes:  

3.  Overview

Instructor Notes:  Although there is not a lot of research linking warnings and behav-
ioral response, much of the research that does exist shows that there is a process that 
takes place between hearing the warning and reacting. Programs like WAS*IS, (Weather 
and Society Integrated Studies) are helping to answer questions related to the end-to-
end warning process.  New research is trying to get a glimpse into what people were 
thinking during certain responses to warnings and other environmental stimuli (like decid-
ing to drive through a flooded roadway).Depending on how the warning is crafted, the 
sender of the warning message can impact the actions of the receiver. Therefore, it is 
important for forecasters that issue warnings to understand the process people generally 
go through prior to responding to the warning message. 

Student Notes:  

4.  Learning Objectives

Instructor Notes:  This lesson has three objectives.
2 of 16



AWOC Core Track FY12
Student Notes:  

5.  Inputs into a Warning Response

Instructor Notes:  You may have seen a graphic similar to this relating to how forecast-
ers weigh the sum of all inputs in making a warning decision.  In an analogous way, indi-
vidual people probably weigh various factors when they make decisions.  A weather 
warning may be one piece of information that may be seemingly logically and rationally 
over-ruled by other competing thoughts and emotions. For instance, consider someone 
who is at home and is about to leave for work and has received a weather warning mes-
sage via TV, a telephone call and a text message.  However, this person also has had 
tension on the job because of a looming work deadline and an argument with the boss.  
Add to that other personal issues like debt collectors or child care or medical expenses, 
and the pressure to go to work for fear of losing the job may overpower the weather 
warning.  Of course, one important factor that may be excluded from this decision-mak-
ing process is that the job doesn’t matter if the worker dies trying to get to work!

Student Notes:  
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6.  The Warning Response Process

Instructor Notes:  People don’t just hear a warning and immediately take action. There 
is a process that takes place between hearing the warning and reacting. That process 
can take only a few seconds or several minutes. People go through a more or less 
sequential process in which they consider various aspects of the decision confronting 
them before acting. The sequence may not be the same for every person, and each 
stage is not necessary for a response to occur. Importantly, the behavioral outcomes of 
the public are impacted by both the sender (issuing the warning), the receiver (those 
hearing the warning), and other intermediate factors.    

Student Notes:  

7.  Hearing

Instructor Notes:  It can’t be assumed that just because a warning is broadcast that 
people will hear it. Most people receive NWS warnings over the television. NWS fore-
casters must partner closely with the local media to ensure the warnings are transmitted 
accurately and in a timely fashion. NWS Directive 10-1801 specifically addresses this 
aspect, encouraging the media to participate in drills to test all aspects of the integrated 
warning system. 
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Student Notes:  

8.  Hearing:  Community Preparedness

Instructor Notes:  The level of community preparedness also plays a large role in the 
warning response process.  NWS offices can and should help to increase community 
preparedness. In fact, NWS Directive 10-1801 states that “NWS offices should conduct 
training sessions for hazards community members so they know how to use our services 
and how to integrate them into their decision processes.”  Another way to increase com-
munity preparedness is through the Storm Ready program.  Storm Ready is a program 
aimed at preparing cities, counties, towns and universities across the nation with the 
communication and safety tools necessary to save lives and property. This program has 
several requirements in order to be certified as Storm Ready:  Establish a 24-hour warn-
ing point and operations center Create a system to monitor local weather conditions  
Have the ability to receive severe weather forecasts and warnings and alert the public 
through multiple methods Promote the significance of public readiness through commu-
nity seminars Develop a formal hazardous weather plan, which includes training severe 
weather spotters and holding exercises

Student Notes:  
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9.  Hearing:  Sources of Information

Instructor Notes:  Recent studies show that TV is both the most common source of 
warning information and considered to be the most important source of weather informa-
tion.  The top figure shows common sources of weather information obtained from three 
separate studies which took place between 1997 and 2003.  These three studies con-
sisted of a study by Hammer and Schmidlin in 2002 with 190 people affected by the May 
3rd 1999 Oklahoma City tornado.  Another by Balluz et al. questioned 146 participants 
affected by tornadoes in Clark and Saline counties in Arkansas on March 1, 1997.  A 
third study, consisted of 129 respondents  affected by tornadoes in parts of Kansas, Mis-
souri and Tennessee on May 4th, 2003.  The figure clearly shows that television and 
sirens are by far the most common ways people obtain warning information.   The bottom 
figure shows rankings of what people considered to be the most important source of 
weather information according to a 2004 study by Hayden et al. which took place in Aus-
tin, TX and Denver, CO.  This study again shows that TV is considered to be the most 
important source of weather information, with environmental clues and AM/FM radio 
ranked second and third.

Student Notes:  

10.  Understanding

Instructor Notes:  After hearing the warning, the listener must understand the warning. 
The capability of the public to understand the warning has a lot to do with preparation. It 
is not just the duty of the Warning Coordination Meteorologist to educate and prepare the 
public. This is a huge task, the job is never done, and the entire NWS organization needs 
to help.   The public’s understanding is also impacted by the climatology of the event. For 
instance, the public’s understanding of a severe thunderstorm warning is better in areas 
where severe thunderstorms are more common.  Finally, it is probably incorrect to think 
of a single monolithic “public”.  In fact, there are many publics.  Demographics play into 
understanding. In 2000, one in eight Americans was over age 65. By 2030 one in five 
Americans will be 65 or older. The increasing Spanish speaking population especially in 
the South Central and Southwestern U.S. also is an issue in understanding warnings. 
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Student Notes:  

11.  Believing

Instructor Notes:  The warning may be heard and understood, but is it believed? 
Recent findings show that public reliance on “official” warnings from traditional sources 
may be shifting to more private and informal sources. (Baker 1995; Dow and Cutter, 
1998; Drabek, 2001). People use new, previously unavailable sources of information and 
weigh several factors in their decisions about whether, how, and when to react to hazard-
ous conditions. The classic referenced case is the “cry wolf” syndrome. Most studies 
have not found evidence of a direct link between previous false alarms and the credibility 
of warnings.    However, one recent study by Simmons and Sutter has found an 
increased likelihood of fatalities in areas that previously have had a higher incidence of 
false alarms for tornado warnings.   Nevertheless, this is a complicated issue because 
areas with more warnings probably have more tornadoes and thus more injuries or 
deaths.  In their work, Simmons and Sutter did recognize there is a tradeoff between our 
detection and warning capabilities and false alarms.  For another perspective on the 
false-alarm issue, a very limited sample of interviews were conducted as part of a recent 
NWS service assessment.  According to the assessment,  “Many of those interviewed, 
including EMs and other public officials, mentioned that they have been under numerous 
tornado watches and warnings where ‘nothing happens.’”  Believability can be influenced 
by many factors associated with the method and contents of the warning. Later portions 
of this presentation will focus on how the warning forecaster can influence believability. 
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Student Notes:  

12.  Personalizing

Instructor Notes:  People think of warnings in personal terms—what are the risks for 
themselves and family? The perception of risk is an important step in responding to a 
warning. If they feel “it can’t happen to me”, they may well ignore a warning. The ability of 
the public to personalize the threat is to some degree set prior to the warning event. If an 
area has recently been hit by severe weather, the public will be much more likely to per-
sonalize the threat than people in an area that has not been threatened for several years. 
Through various outreach and public education efforts, the NWS can influence how peo-
ple perceive risk and their vulnerability to hazardous weather.  As one example, all four 
WFOs that serve the Texas coast (the Lake Charles, Houston, Corpus Christi and 
Brownsville offices) have partnered with the State of Texas, local media and emergency 
managers, the American Red Cross, a non-profit organization, and a major retailer to 
produce and distribute 1.1 million full-color 32 page Hurricane Guides in English and 
Spanish.  One of the sections in the guide includes regional and local storm surge inun-
dation maps which can help local residents assess their vulnerability to storm surge. The 
next slide contains a video that provides an example from a broadcast media perspective 
of a viewer personalizing a tornado warning .

Student Notes:  
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13.  Personalizing Example

Instructor Notes:   For some time, the KSN WeatherLab in Wichita was co-located at a 
children’s science center.  We were right there doing all of our broadcasting including  
severe weather coverage in front of the public.   So one day, we have a tornado warning 
for downtown Wichita.  The children’s museum staff did their job.  They executed their 
safety plans. They got on the PA system and informed everybody they needed to evacu-
ate to the shelters in the other part of the complex. Pretty soon, there’s nobody here.  
We’re still doing our coverage. All of a sudden, here comes this dad and his couple of 
kids just kind of walking around the corner. They sit down in the bleachers and proceed 
to watch.  And I’m talking about the tornado warning and how everybody in downtown 
Wichita should be in shelter.  They’re not moving.  So I said, “Everyone at Exploration 
Place should be in shelters, should follow the severe weather safety plan because we 
have a tornado warning.”  Nothing.  They didn’t move. So finally, I actually kind of had to 
stop my broadcast, and I looked right at this guy, and I said, “Sir, I’m talking to you.  
There’s a tornado warning for downtown Wichita.  You need to move to shelter.”     And 
this is what I saw.  “Ohhh!”.  And the guy jumps up, grabs his kids, and tears out of there 
to go to the shelter.   Now, I’ve never forgotten that moment because, in that moment, I 
was able to actually see the process that is taking place for people at home.    I see him 
kind of going from the “Oh, isn’t this interesting” to “Oh my! That’s really possibly could 
be really affecting me, and oh my gosh, I had better do something about it!”  And it just 
reinforces the fact that this is a process and that we have to help people at home get 
through that process of recognizing that there’s a threat, personalizing the threat, and 
then taking action to protect their families.  

Student Notes:  

14.  Confirming

Instructor Notes:  People are information hungry following the receipt of warnings. This 
can mean turning the TV to another station, checking with a neighbor, friend or family 
member, or going outside to look at the sky.  There is a need for a continuous flow of 
information. Even statements that repeat previously available information can help con-
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firm the threat.  That confirmation helps people better understand warnings, believe 
them, personalize the risk, and make response decisions.   Because people confirm 
warnings and receive information from multiple intermediate sources, it is critically impor-
tant that the continuous flow of information from various media sources as well as vari-
ous state, local, and federal government officials contains consistent messages.

Student Notes:  

15.  Case Study: Caledonia High School

Instructor Notes:  Here is a recent example of a warning response process lifted from 
the pages of the March 2008 NOAA World Newsletter.  Understanding the behavioral 
aspects of the warning response process can help shape better warnings leading to a 
better outcome. In this case, an EF3 tornado heavily damaged a school complex in Cale-
donia, MS, on January 10, 2008, but a timely warning, a NOAA Weather Radio receiver, 
a prepared principal, and several phone calls from the county EM kept as many as 2140 
students and employees from harm. 

Student Notes:  
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16.  Case Study: Hearing

Instructor Notes:  In this case, the hearing aspect was from NOAA Weather Radio and 
a warning that specifically mentioned the city of Caledonia (shown by the blue star in the 
warning image). Studies have shown that less than five percent of the population receive 
warnings from NOAA Weather Radio with most receiving warnings from TV and radio. 
Most of the nation’s workforce do not have access to TV and radio at work. The local 
office led by the WCM can target workplaces to educate management at those sites of 
the cost benefit of a weather radio. 

Student Notes:  

17.  Case Study: Understanding

Instructor Notes:  Experience and training made understanding of the warning nearly 
instantaneous at the Caledonia school complex. A tornado warning activated the 
schools’ tornado safety plan, sending students and employees to their designated shel-
ters.

Student Notes:  
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18.  Case Study: Believing

Instructor Notes:  In this case, the principal concluded it was time to take shelter within 
seconds of hearing the Tornado Warning was issued.  The strong wording in the tornado 
warning, stating that the storm was capable of producing strong to violent tornadoes and 
that this was an extremely dangerous and life threatening situation, also helped to impart 
the seriousness of the situation and lead the principal to the conclusion that the threat 
was real.

Student Notes:  

19.  Case Study: Personalizing

Instructor Notes:  Caledonia is located in Lowndes County, MS which has been certi-
fied as a Storm Ready community.  As part of the certification process, the school partic-
ipated in state-wide tornado drills, severe weather awareness week and received several 
severe weather safety presentations.  These experiences resulted in the development of 
a strong safety plan, clearly marked shelter locations and receipt of a NOAA Weather 
Radio.

Student Notes:  
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20.  Case Study: Deciding & Responding

Instructor Notes:  The decision to seek shelter is not made upon hearing a warning.  
Studies have shown that a warning must be understood, believed, personalized, and 
confirmed before a decision is made to respond.  In this case, a lead-time of 41 minutes 
allowed for the principal to move students and employees from nominally safe areas to 
safer areas of the main building on campus.

Student Notes:  

21.  Case Study: Confirming

Instructor Notes:  The receipt of the tornado warning through NOAA Weather Radio, 
sirens and television sent all students and employees to their designated shelters.  Two 
phone calls from the county emergency manager further confirmed the threat and 
allowed for everyone to be moved to safer shelters.  The final confirmation, in this case, 
was when the tornado struck the school complex. 

Student Notes:  
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22.  The Warning Response Process – Case Study

Instructor Notes:  So what happened with this event?   An EF3 tornado struck the city of 
Caledonia and more specifically the Caledonia High School complex at about 2:13PM 
CST which is roughly 41 minutes after the first tornado warning was issued.  Damage at 
the school complex consisted of the almost total destruction of a gymnasium in which 
some students were initially sheltered.  A school bus was thrown onto the roof of a Voca-
tional Tech building located adjacent to the gymnasium where other students had initially 
been sheltered. Cars and other school buses were flipped over and the football press 
box and concession stands were destroyed.  At the time the tornado struck, approxi-
mately 2140 students and employees were on the campus: none were killed and there 
were only three minor injuries.  Elsewhere around town, numerous trees were snapped 
and uprooted, many homes sustained roof damage and/or collapsed walls.  

Student Notes:  

23.  What Can Forecasters Do To Impact Warning 
Response?

Instructor Notes:  What can warning forecasters do to influence the warning response? 
Including actual and credible reports with the source of the report in the warning text can 
increase the believability of the warning.  Using well known and unambiguous geography 
helps the personalization process.  The automated geographic specification of county 
sections in storm-based warnings can seem ambiguous and not clear to some residents.  
For example, individuals may not realize they are in northern Washington County, but 
they may know they are north of Highway 15.   Finally, in rare situations, applying 
enhanced wording  in warnings can draw attention to the most significant of events.  For 
example, specific policy guidance is available in Directive 10-511 about using “tornado 
emergency”:  In exceedingly rare situations, when a severe threat to human life and cat-
astrophic damage from a tornado is imminent or ongoing, the forecaster may insert the 
headline "...TORNADO EMERGENCY FOR [GEOGRAPHIC AREA]...". Additionally, in 
such a situation, this headline should only be used when reliable sources confirm a tor-
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nado, or there is clear radar evidence of the existence of a damaging tornado such as 
the observation of debris. 

Student Notes:  

24.  Quiz

Instructor Notes:  

Student Notes:  

25.  Summary

Instructor Notes:  In summary, a warning forecaster’s understanding of the behavioral 
warning response process can result in a positive response by the public.   Also, knowing 
that most people receive warning information through intermediate sources (such as 
broadcast media or other government officials) means that partnerships should be 
worked out well in advance of an event to ensure message consistency.  Finally, specific 
wording in warnings and follow-up statements can help people to believe and personal-
ize the warnings.   
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Student Notes:  

26.  End of Lesson

Instructor Notes:  You have completed this lesson on The Warning Response Process.   
For more information you can consult the list of references attached to this presentation.  
You can access these references by clicking on the “Attachments” button at the top right 
of this presentation window.Please complete the remaining lesson in this Instructional 
Component before attempting the test required for completion.  The test should be taken 
as soon as possible after completing all of the lessons. If you have any questions about 
this lesson, first ask your SOO.  Your SOO is your local facilitator.  If you need additional 
help, please send an e-mail to the address listed on the slide.  Thank you for your time 
and good luck on the exam!

Student Notes:  
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1.  Conveying Warnings and Public Response

Instructor Notes:  Welcome to this lesson on effective warnings.  This lesson, which last 
approximately 20 minutes, focuses on how to issue effective warnings.  The lead instruc-
tor for this presentation is John Ferree.

Student Notes:  

2.  Overview

Instructor Notes:  In this lesson we will first review the NWS “official” product specifica-
tions. Many of the elements of an effective warning are built into the product specifica-
tions. We will then discuss the elements of an effective warning, and discover ways to 
deliver effective warnings.

Student Notes:  
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3.  Performance Objectives

Instructor Notes:  There is one performance objective for this lesson. This performance 
objectives is a statement of the behaviors that participants will be able to demonstrate 
both in the simulations and on the job. 

Student Notes:  

4.  Learning Objectives

Instructor Notes:  There are only three objectives to this lesson. 

Student Notes:  

5.  NWS Instruction 10-511 Highlights

Instructor Notes:  A quick review of NWS Instruction 10-511 will be our starting point for 
a discussion of effective warnings. The focus here is on Severe Thunderstorm Warnings, 
Tornado Warnings, and Severe Weather Statements. Watch County Notification Mes-
sage is available in other training sessions (not in AWOC).  
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Student Notes:  

6.  10-511 Highlights: Severe T-Storm Warnings

Instructor Notes:  Some of the highlights from the instruction on Severe Thunderstorm 
Warnings.  

Student Notes:  

7.  10-511 Highlights: Tornado Warnings

Instructor Notes:  Highlights from the instruction on Tornado Warnings.  
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Student Notes:  

8.  10-511 Highlights: SVR & TOR Guidelines

Instructor Notes:  Instructions common to both Severe Thunderstorm Warnings and 
Tornado Warnings.

Student Notes:  

9.  10-511 Highlights: Severe Weather Statements

Instructor Notes:  Highlights from the instruction on Severe Weather Statements.
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Student Notes:  

10.  NWS Instruction 10-922 Highlights

Instructor Notes:  Flash Flood Warning product specification is in NWS Instruction 10-
922. The focus here is on Flash Flood Warnings and Statements. Refer to the instruction 
(link is in the subtitle) for information on the other WFO Hydrologic Products.   

Student Notes:  

11.  10-922 Highlights: Flas Flood Warnings

Instructor Notes:  A flash flood warning will be issued when: Flash flooding is reported; 
Precipitation capable of causing flash flooding is indicated by radar, rain gages, and/or 
satellite; Local flash flood monitoring and prediction tools indicate flash flooding is likely; 
The effective time of a pre-existing warning changes; The geographical area covered by 
a pre-existing flash flood warning increases; A dam or levee fails; A sudden failure of a 
naturally-caused stream obstruction (including debris slide, avalanche, or ice jam) is 
imminent or occurring; or Small basin hydrologic models indicate flash flooding for spe-
cific locations along small streams. 
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Student Notes:  

12.  10-922 Highlights: Flash Flood Statements

Instructor Notes:  Flash Flood Statements should include the latest information on the 
current flash flood warning products. Focus on useful information that will help customers 
and partners direct mitigation activities where waters continue to present a danger to 
lives and property. 

Student Notes:  

13.  What Is An Effective Warning?

Instructor Notes:  First we learned that you as the sender of information can impact 
public response. We then quickly reviewed the “requirements” for a thunderstorm warn-
ing. Now we will look at how you can issue effective warnings.
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Student Notes:  

14.  Use Technology to Help…

Instructor Notes:  Technology, such as AWIPS and Warngen, can help in the warning 
process, but the forecaster still has to make the warning decision and issue warnings 
and statements that meet the needs of the users. 

Student Notes:  

15.  Characteristics of Effective Warnings

Instructor Notes:  Recall that the behavioral outcomes of the public in a warning situa-
tion are impacted by both the sender (issuing the warning) and receiver (those hearing 
the warning) factors. Severe weather warnings that include these five characteristics will 
have the best chance for a positive outcome. 
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Student Notes:  

16.  Specificity

Instructor Notes:  Although the what, when, and where is a requirement in a severe 
weather warning, the warning forecaster has latitude in the specificity of the warning. 
There are many occasions when specificity cannot be high. Include what you know in the 
warning message, be as specific as possible without exceeding the capabilities of the 
science and technology.     An example of specificity comes from estimating a reason-
able forecast of maximum winds in a warning.  Some offices have worked with their EM 
community to blow sirens if expected winds exceed 65kts.  

Student Notes:  

17.  Specificity: Highlight the Threat

Instructor Notes:  Be as specific as possible about the threat.
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Student Notes:  

18.  Specificity: Location, Location, Location

Instructor Notes:  

Student Notes:  

19.  Specificity: Use Well-Known Locations

Instructor Notes:  
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Student Notes:  

20.  Specificity: Help Travelers & Geographically 
Challenged

Instructor Notes:  

Student Notes:  

21.  Specificity

Instructor Notes:  Here are three example of actual statements in warnings. With each 
statement, what are potential outcomes? Are these the desired outcomes?
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Student Notes:  

22.  Pathcasts

Instructor Notes:  Pathcasts were intended to provide valuable information to users on 
where the tornado is expected to be during the course of a warning.  However, its preci-
sion can easily be misused in providing users a false sense of security about where the 
tornado is expected to be.  The science is not that good in forecasting specific locations 
and times that a tornado will be in the warning polygon.

Student Notes:  

23.  Pathcasting Cautions: Too Much Detail?

Instructor Notes:  
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Student Notes:  

24.  Pathcasting Cautions: What Are You Tracking?

Instructor Notes:  WHAT are you tracking? Gust front Leading edge of precipitation 
High reflectivity gradient High reflectivity cores

Student Notes:  

25.  Pathcasting Cautions: What Are You Tracking?

Instructor Notes:  Another example is to make sure you track where the best possible 
location of where the tornado is and not the midlevel mesocyclone
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Student Notes:  

26.  Pathcasting Cautions: Technological Limitations

Instructor Notes:  Another caution of pathcasting is to not forget the limitations of your 
radar.  Don’t forget that the resolution of the radar and height of the beam increase as 
you get farther from the radar.  There are map background inaccuracies.  Cities are 
depicted as a point but don’t forget that they have geographical extent.  Algorithms are 
time-lagged.

Student Notes:  

27.  Pathcasting Cautions: Meteorological Concerns

Instructor Notes:  Meteorological concerns impact pathcasting including Erratic storm 
motion – speed/direction Storm interactions – splits, mergers Mesocyclone uncertainties 
Multiple threats from a single storm Tracking tornado arrival time may expose people in 
the path to large hail, damaging winds, flooding rains
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Student Notes:  

28.  Pathcast Cautions:  An Example

Instructor Notes:  Here is an example of why depending on pathcasts can lead to poor 
service. In this hypothetical example, there is a mesocyclone intensifying from 2212-
2217 UTC that prompts you to issue a tornado warning outlined by the yellow polygon.  
Warngen allows you to track the track of the vortex, and that provides the basis for the 
general direction of the polygon.  Consider towns A and B within the polygon.  Notice that 
town A is directly on the extrapolated track and so it becomes mentioned in the pathcast.  
Five minutes into the warning, the vortex is close to the pathcast and all seems well.  
However by 2226 UTC (10 minutes in), the vortex has veered well to the right of your 
pathcast and is beginning to slow down more than you previously thought.  And by 19 
minutes into your warning, town B is seeing a tornado on its doorstep despite it not being 
mentioned in the pathcast.  Yet town B is still well inside the tornado warning polygon.   
These implications are why the Mother's day 2008 tornado outbreak service assessment 
stressed that pathcasts should not be emphasized because such previous emphasis 
caused a dangerous over-reliance on pathcasts.   

Student Notes:  
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29.  The Dangers of False Precision

Instructor Notes:  Here is a comparison of tracks from the Mesocyclone algorithm (yel-
low), TVS algorithm (red), actual tornado (red triangles).  The radar circulation signature 
may be some distance from where the tornado is occurring. This becomes an even 
greater problem using a linear extrapolation pathcast since the track will usually be non-
linear.   Reference:  Correlation Between Tornado Damage Paths and WSR-88D Signa-
tures, and Resulting Implications for the use of Pathcasts in Tornado Warnings Steven 
Piltz and Richard Smith: NWS, Tulsa OK

Student Notes:  

30.  Making Pathcasts More Effective (realistic)

Instructor Notes:  If you are compelled to use pathcasts, here are some suggestions on 
pathcasts. Only forecast short distance ahead in initial warning with frequent updates 
Use range of arrival times based on storm type/threat/motion Simply mention towns in 
path for the valid period of the warning – more precise updates via the SVS

Student Notes:  
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31.  awoccore4lesson3resp1

Instructor Notes:  

Student Notes:  

32.  Consistency

Instructor Notes:  A consistent message is important in establishing the credibility of the 
message. Often different warning forecasters are writing warnings and statements, and 
sometimes neighboring offices will be writing statements about the same storm. Fre-
quent communication within the office and between neighboring offices is necessary to 
ensure a consistent message. Use of the “Call-To-Action” statements in Warngen can 
sometime result in an inconsistent message within an individual warning or statement. A 
quick proofread of the warning prior to issuance can help keep the message consistent.  
Keep the flow from message to message consistent by referencing or repeating previous 
statements. 

Student Notes:  
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33.  Consistency: Example #1

Instructor Notes:  The intent might have been to indicate that the hail is in a different 
location than the tornado. This problem is the confused public may go outside to put the 
car in the garage as a tornado hits.  Call to action statements that are not consistent with 
the body of the warning happens more than we would like. Proofreading your warning for 
consistency of message before issuing may help.

Student Notes:  

34.  Consistency: Example #2

Instructor Notes:  And another example of where call-to-action statements in Warngen 
can cause problems in consistency of the message. 

Student Notes:  

35.  Consistency: Example #3

Instructor Notes:  Another example of where call-to-action statements in Warngen can 
cause problems in consistency of the message. 
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Student Notes:  

36.  Certainty

Instructor Notes:  A warning message should be stated with certainty even in circum-
stances in which there is ambiguity associated with the hazard’s impact. “Hedging” terms 
tend to spur the listener into “inaction” rather than action. Using terms which indicate 
action or development can fill the gap in listener’s minds between “nothing’s happening” 
to “it’s too late now”.

Student Notes:  

37.  Certainty: Examples

Instructor Notes:  Even though the impacts in all of these situations are uncertain, these 
statements have included a degree of certainty that would tend to spur the listener to 
action.  
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Student Notes:  

38.  Clarity

Instructor Notes:  

Student Notes:  

39.  Call to Action Statements (Page 1)

Instructor Notes:  Clarity is especially important in “Call To Action” statements. Keep it 
simple!
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Student Notes:  

40.  Call to Action Statements (Page 2)

Instructor Notes:  More examples of simply worded “Call-To-Action” statements. 

Student Notes:  

41.  Clarity?

Instructor Notes:  What is wrong with each of these statements? 
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Student Notes:  

42.  Accuracy

Instructor Notes:  

Student Notes:  

43.  Accuracy: Examples

Instructor Notes:  
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Student Notes:  

44.  Characteristics of Effective Warnings

Instructor Notes:  

Student Notes:  

45.  AWOC-core4-lesson3-quiz2

Instructor Notes:  

Student Notes:  
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46.  References (Page 1)

Instructor Notes:  

Student Notes:  

47.  References (Page 2)

Instructor Notes:  

Student Notes:  

48.  End of Lesson

Instructor Notes:  You have completed this lesson on Effective Warnings.  Please com-
plete the remaining lessons in this Instructional Component before attempting the test 
required for completion.  The test should be taken as soon as possible after completing 
all of the lessons. If you have any questions about this lesson, first ask your training facil-
itator.  If you need additional help, please send an e-mail to the address listed on the 
slide.  Thank you for your time and good luck on the exam! 
23 of 24



Warning Decision Training Branch
Student Notes:  
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1.  Progress in Weaving Social Science into the 
Warning Response Process

Instructor Notes:  I am extremely pleased that this presentation is included in the 
course. I welcome comments and questions, and I hope to hear from students regularly. 
This lesson was first included in the AWOC course years ago and has now been updated 
to account for the numerous changes and great progress that has been made in integrat-
ing social science into the warning process.

Student Notes:  

2.  Objectives

Instructor Notes:  There are now many social science research projects that have stud-
ied warnings. Economists (e.g. Dan Sutter Kevin Simmons, Jeff Lazo and David Letson), 
sociologists (e.g. Betty Morrow, Walt Peacock, Nikki Dash) and others are helping us 
understand how to communicate uncertainty, what sources of information people want, 
and how to improve response but the number of social science studies is still much 
smaller than the number of physical science studies. This means we are still spending 
more money on research to understand the atmosphere than we are on research to 
understand how to improve warning response. There are some efforts that are working 
hard to integrate social science into meteorology. Two of them SSWIM (Social Science 
Woven into Meteorology) and WAS*IS (Weather and Society * Integrated Studies) are 
briefly described in this presentation. The questions included as part of this presentation 
are general questions that we all need to address if we are going to reduce losses from 
hazardous weather.
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Student Notes:  

3.  My Role – Applied Geographer

Instructor Notes:  Please let me know if you have case studies to share of user surveys 
or other collaborations between social and physical scientists. Also, please let me know 
if I can help with the development of questionnaires or surveys. I have been working as 
an “add on” social scientist since the 1976 Big Thompson flash flood in Colorado. It’s so 
rewarding that now so many people are joining in the collaborations to address the phys-
ical and social science of warnings. 

Student Notes:  

4.  The Big Thompson Flood in Colorado - July 31, 1976

Instructor Notes:  My master’s thesis was a study of what people did the night of the 
flood. What actions lead to survival or non survival. My research was the first study that 
clearly showed that cars cannot outrace flash floods. People who drove or who stayed in 
their homes were more likely to die than those who climbed to safety. The road sign in 
this slide was developed following my research and is placed in many canyon entrances 
in Colorado and elsewhere to encourage drivers to abandon their cars and climb to 
higher ground when faced with rising water.
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Student Notes:  

5.  National Science Foundation Social Science 
Research

Instructor Notes:  Few studies have evaluated how people respond to warnings. I 
hoped my National Science Foundation study would be able to give the National 
Weather Service enough specific suggestions for how to improve warnings. We had two 
large case studies: Austin, TX and Denver, CO but we found that there is “no one size fits 
all” answer to how Americans perceive flash flood and tornado risks. There are many dif-
ferences between how Austin folks perceive flash floods compared with Denver folks and 
then there are many variations based on how old people are, what their jobs are, and 
other demographic factors.  We did find that people did not think there was a problem 
with over-warning.

Student Notes:  

6.  Weather Information Sources

Instructor Notes:  When we completed this study in 2005 and 2006 most people 
reported getting their weather information from television. Now, in 2011, many more peo-
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ple would report getting their information from the Internet or from their cell phone. How-
ever, remember that television broadcast meteorologists are playing a tremendous role 
in getting the warning information out to the public.

Student Notes:  

7.  Source of Flash Flood Information

Instructor Notes:  Austin has had many serious flash floods in the past decade. Austi-
nites use local television for their warnings (as of 2006). A couple of interesting points: 1) 
Austin has a 24 hour station that shows weather and radar and many people rely on this 
station for their information; and 2) there were some promotions arranged between the 
supermarkets and the weather radio company (Midland) and 10% of the people used the 
NOAA Weather Radio for their flash flood warning notification. 

Student Notes:  

8.  Flash Flood Warning vs. Flash Flood Watch

Instructor Notes:  Our study showed that people know the difference between a watch 
and a warning.
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Student Notes:  

9.  The best way for officials to warn you about a flash 
flood?

Instructor Notes:  This question aimed to recognize that the NWS and emergency man-
agers may need to use different strategies to reach people at different times of the day. 
People said they liked sirens but there is a divided expert opinion regarding the effective-
ness of sirens since so many people live in sprawling cities, sirens cannot be heard 
indoors over air conditioning or other indoor noises, and for other reasons.

Student Notes:  

10.  Would I Drive Through Flooded Roads?

Instructor Notes:  Is this good or bad news? How can we evaluate changes in behav-
ior? The key here is to have baseline data and then try a new public education project to 
see if the data change – can public education change peoples’ perceptions and their 
behavior? We need much more research on the effectiveness of these programs. Even 
the “Turn Around Don’t Drown” project has not been evaluated to see if and how it makes 
a difference.
5 of 18



Warning Decision Training Branch
Student Notes:  

11.  More Warnings vs. False Alarm Rate

Instructor Notes:  Moving on to the second question “Realizing it’s difficult to predict 
flash floods, I prefer more warnings even if there are more false alarms or close calls” 
The difference between Austin and Denver residents was not statistically significant.  
Majority of respondents, 78%, agreed they would rather have more warnings with the 
possibility of more false alarms. This highlights that our hypothesis, based on the con-
ventional wisdom, that over-warning is a problem – is not right.

Student Notes:  

12.  Officials are too sensitive to the possibility of flash 
flooding

Instructor Notes:  The difference between Austin and Denver residents was not statisti-
cally significant.  We can see that the large majority of respondents, 85%, disagreed that 
officials are too sensitive to the possibility of flash flooding. Again, people are not that 
concerned about over-warning.
6 of 18



AWOC Core Track FY12
Student Notes:  

13.  Recent Research Findings

Instructor Notes:  As I said earlier we hoped we would be able to generalize from our 
research and provide NWS with clear guidance as to how to best warn and what mes-
sages were best to use. However, we found that there is a large variability between peo-
ple in harm’s way. People need different information depending on where they are, what 
their responsibilities are, how old they are, their access to resources (including cars and 
money for hotel rooms) and so now I strongly advocate for research on why people 
behave as they do rather than their perceptions. We need to look at what people do and 
then find out what motivates them to take constructive timely action and what keeps 
them from doing the right thing with the limited time they have.

Student Notes:  

14.     What We Know About Warnings – Public 
Response Components

Instructor Notes:  This slide reinforces that the warning process is not a stimulus/
response quick interaction. All of these processes listed above must occur before people 
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are motivated to take mitigating behavior. We tend to focus on the people we lose. Most 
people do take appropriate action to reduce their vulnerability. Let’s study the success 
stories. 

Student Notes:  

15.  Slide 15

Instructor Notes:  SSWIM began in 2008 as a collaborative effort funded by University 
of Oklahoma and NOAA at the National Weather Center. It is an exciting new growing ini-
tiative.

Student Notes:  

16.  Objectives of SSWIM

Instructor Notes:  Being in the National Weather Center means SSWIM has the advan-
tage of being co-located with the Storm Prediction Center, the OU School of Meteorol-
ogy, the Warning Decision Training Branch, the Hazardous Weather Testbed, the 
National Severe Storms Lab and many other groups dedicated to improving meteorolog-
ical research and practice.  Social scientists must be willing to work on day-to-day practi-
cal/operational R2O problems with meteorologists, but meteorologists must also be 
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willing to allow social scientists to define problems that are identified by work with stake-
holders and end users.

Student Notes:  

17.   SSWIM’s Three Goals

Instructor Notes:  SSWIM has three main goals. As of 2010-2011 we are working 
closely with the Hazardous Weather Testbed, the Storm Prediction Center and the NOAA 
Global Systems Division in Boulder to learn how emergency managers, school adminis-
trators and others use weather forecasts and how to bring them directly into the process 
of the development of new software and tools.

Student Notes:  

18.  SSWIM Members (10/2010)

Instructor Notes:  I’m the SSWIM Director and then we have four early career leaders 
on the SSWIM team. Their expertise is shown in the slide.
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Student Notes:  

19.  Social Science Currently Woven into Meteorology

Instructor Notes:  These are some of the projects that SSWIM have been collaborating 
with.

Student Notes:  

20.  Slide 20

Instructor Notes:  We hope you will contact use about how we can engage with you on 
research and evaluation. The challenges and obstacles are enormous but 2011 is a year 
for great progress.   
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Student Notes:  

21.  Weather and Society * Integrated Studies (WAS*IS)

Instructor Notes:  WAS*IS is a movement that began at the National Center for Atmo-
spheric Research and as of 2011 has 300 official WAS*Isers who have been through the 
workshops in Boulder, Puerto Rico, Australia, or Norman. The National Weather Service 
Integrated Hazard Team meetings have been productive spin-offs of WAS*IS. The IWT’s 
workshops include broadcast meteorologists, emergency managers, and NWS folks who 
discuss issues of local and regional concern. Workshops have been held in Kansas City, 
Cedar Rapids, Springfield, MO, Wichita, Omaha and elsewhere. The movement is con-
tinuing to grow and develop.

Student Notes:  

22.  WAS*IS Mission

Instructor Notes:  For more information on WAS*IS consult the website 
www.sip.ucar.edu/wasis  and consider joining the Societal Impact Program’s electronic 
discussion board to learn more and interact with others about current warning and 
response issues.
11 of 18



Warning Decision Training Branch
Student Notes:  

23.  Movement from WAS to IS

Instructor Notes:  Many WAS*Isers are finding that their passion for integrating social 
science and physical science has helped them with job and grant opportunities. 

Student Notes:  

24.  Notable WAS*IS Contributors

Instructor Notes:  Each of the WAS*Isers has found a niche for this exciting new collab-
orative work. These four people are leading examples who have advanced their careers 
based on the recognition that social science and meteorology together are a greater 
combination than the sum of their parts.
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Student Notes:  

25.  Ten Issues to Keep in Mind

Instructor Notes:  So many fundamental questions are still unanswered in comprehen-
sive consistent ways.  With the emphasis on GIS and satellite imagery its essential that 
we develop new software and tools in meaningful ways that address actual needs 
expressed by stakeholders and that we not get too carried away with the elegance of the 
graphics.  Much more work needs to be done to improve on the ground communication 
during and immediately following events. Even with the new social media it’s easy for 
many people to be left out of the loop. 

Student Notes:  

26.  Ten Issues to Keep in Mind

Instructor Notes:  We are now working on the Warn-on-Forecast project that will signifi-
cantly extend current lead times. How will people (emergency managers, hospital admin-
istrators, school coaches, business owners, and others) use this time to be better 
prepared and reduce their vulnerability? The housing point is that recent studies show 
that most people do not die in tornadoes because they have no warning or not enough 
time. They are stuck in mobile homes where there is no safe place to escape the storm. 
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As far as acceptable levels of risk– New York City faced its 6th worst snowstorm on 
December 26, 2010. The warnings were excellent but city officials chose to wait until 
after the storm and then they faced numerous grave challenges to getting the city back 
up and running. They did not move into snow emergency mode before the blizzard hit. 
Also, they do not have the resources on hand to deal with such a large and rare storm. 
Should they? This question is also being seriously faced when levees in New Orleans 
and elsewhere are being rebuilt. How safe is safe enough? 

Student Notes:  

27.  Ten Issues to Keep in Mind

Instructor Notes:  Research shows that forecasters are not likely to experience a rare 
event during their forecasting career. How can the best decisions be made acknowledg-
ing the uncertainty that thunderstorms, flash floods and other weather hazards present?  
As stated before we need to recognize that we will still lose people even if warnings are 
perfect. We need to be able to more easily recognize all the people we have saved by 
providing excellent forecasts, outlooks, watches and warnings. Most people are doing 
the right thing but we rarely learn from their experiences!

Student Notes:  
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28.  Ten Issues to Keep in Mind

Instructor Notes:  We continue to believe that once we get the right, accurate, well 
crafted messages out then we will no longer have any fatalities. Good information is only 
one part of this equation. Recent flash flood research shows that drivers knew they were 
crossing deadly low water crossings and that there were flash flood warnings in effect but 
they felt they HAD to go to work and so they were unwilling to postpone or cancel their 
trips. So, there are now examples of employers (e.g. Lower Colorado River Authority in 
Austin, TX) who allow employees to call in and delay their arrival at work if weather is 
hazardous. We need to see more of this! Calls to action are used in extreme circum-
stances. How effective are they? Morss and Hayden looked at the Calls to Action as part 
of the Galveston warnings for  Hurricane Ike and the 45 people they talked to provided 
intriguing feedback. We need to find out what actions people are taking as a result of the 
Calls to Action.

Student Notes:  

29.  Ten Issues to Keep in Mind

Instructor Notes:  A lot of social science research is now addressing ways to better con-
vey different levels of uncertainty. But, remember that the information about the weather 
that people receive is only one element in a complex decision making context that 
includes many other factors.
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Student Notes:  

30.  Forecasting accuracy is improving but…

Instructor Notes:  We are making great strides in bringing lessons from social science 
research into warning practice. The next few years should provide leaps in how we fore-
cast effectively (as measured by the stakeholders). Much work needs to be done but we 
are on our way.

Student Notes:  

31.  Summary

Instructor Notes:  Thanks for your attention and I look forward to any questions and 
comments you have. EveGruntfest@yahoo.com is the best email address to use. 
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Student Notes:  

32.  References

Instructor Notes:  

Student Notes:  

33.  End of Lesson

Instructor Notes:  You have completed this lesson on The Warning Response Process.  
Please complete the remaining lesson in this Instructional Component before attempting 
the test required for completion.  The test should be taken as soon as possible after com-
pleting all of the lessons. If you have any questions about this lesson, first ask your SOO.  
Your SOO is your local facilitator.  If you need additional help, please send an e-mail to 
the address listed on the slide.  Thank you for your time and good luck on the exam! 
National Oceanic & Atmospheric Administration OU Vice President for Research NOAA 
National Severe Storms Laboratory Cooperative Institute for Mesoscale Meteorological 
Studies OU College of Atmospheric and Geographic Sciences OU Center for Spatial 
Analysis
17 of 18



Warning Decision Training Branch
Student Notes:  
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1.  Conceptual Models for Origins and Evolutions of 
Convective Storms

Instructor Notes:  The title for this instructional component (IC) is Conceptual Models 
for Origins and Evolutions of Convective Storms. This is the first IC in the AWOC Severe 
Track. Lesson 1 will introduce the IC and then describe conceptual models for supercell 
tornadic storms.

Student Notes:  

2.  AWOC Severe Track Training Components

Instructor Notes:  The entire Severe Track is divided up into 4 ICs. IC 1 is on concep-
tual models of storms. This instruction forms the foundation for how we visualize and 
come to understand important processes in convective storms. 

Student Notes:  
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3.  IC1 Performance Objective

Instructor Notes:  Performance objectives provide precise, measurable statements of 
the behaviors that training participants will be able to demonstrate on the job. They often 
specify the condition under which the behaviors will be demonstrated as well as the crite-
ria for acceptable performance. The performance objective for this entire IC is that the 
trainee will demonstrate ability to incorporate the knowledge of conceptual models to 
help describe convective storm structure and evolution.

Student Notes:  

4.  IC1 Lesson Plan

Instructor Notes:  The instruction for IC1 is broken up into 3 lessons, with the following 
topics in each lesson: Tornadic supercell storms Hail storms Flash flooding (meteorologi-
cal and hydrological effects) Individual learning objectives are designed into each Lesson 
and the IC test is on the objectives.

Student Notes:  
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5.  IC1 Learning Objectives

Instructor Notes:  These are the learning objectives for lesson 1. There will be a test on 
the learning objectives for this IC. 

Student Notes:  

6.  Role of Deep Shear (non-linear dynamic forces)

Instructor Notes:  The interaction of the updraft with an environment characterized by 
strong vertical shear of the horizontal wind permits some storms to develop nonhydro-
static vertical pressure gradients that can be as influential in developing updrafts as the 
buoyancy effects (Weisman and Klemp 1984). The midlevel rotation arises from a couple 
of dynamical forces at play. The end result is the tilting of horizontal vorticity into the 
updraft. The mid-level low pressure centers on the updrafts result from the pressure gra-
dient forcing arising to help counter-balance the centrifugal force. Where updraft is stron-
gest (at midlevels) the vertical vortices are most intense. With the dynamic pressure at its 
lowest aloft, an enhanced vertical pressure gradient force promotes the development of 
new updrafts within the centers of rotation. Greatest tilting of horizontal vorticity occurs to 
the right and left of the shear vector. Development of rotation in mid levels and the 
updraft also occurs right and left of shear vector. Precipitation develops in the middle of 
widening updraft which acts to split the updraft into two parts. Similar upward dynamic 
forcing leads to equally strong splitting supercells. Once the supercell is deviating off the 
hodograph, it experiences streamwise vorticity and storm-relative helicity in its inflow 
layer. Tilting of the streamwise vorticity into the updraft immediately produces vertical 
vorticity well correlated with the updraft. RKW theory also explains another internal 
dynamic force which affects supercell morphology. 
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Student Notes:  

7.  Role of Deep Shear (linear theory)

Instructor Notes:  There are also linear forces arising from an updraft interacting with 
the sheared flow. Note the high-to-low pressure gradient developing across the updraft in 
the direction of the local shear vector at each level. The shear vectors are veering with 
height thus high pressure is produced on upshear side (west), low pressure on down-
shear side (east). This reinforces the storm inflow. With a clockwise curved-hodograph, 
there is an upward directed pressure gradient force that causes new updraft develop-
ment and therefore, storm propagation to the right of its original motion. Meanwhile, the 
left side of the updraft would experience a downward directed PGF which would tend to 
weaken or even destroy the anticyclonic member of the rotation couplet. In summary, 
shear affects supercell propagation, which is a result of: 1) linear shear processes-
dynamic low forming on the right (left) sides of an updraft relative to the shear vector pro-
moting right (left) propagation vector, and 2) curved shear processes-dynamic (high) low 
pressure forms on the up (down) shear sides of an updraft. The changing shear vector 
creates upward pressure gradient force and new updraft right of the original updraft with 
respect to the mean shear vector.

Student Notes:  
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8.  Role of Deep Shear

Instructor Notes:  The complete reference is R.L. Thompson, R. Edwards, J. A. Hart, K. 
L. Elmore, and P. Markowski, (2003): Close proximity soundings obtained from the Rapid 
Update Cycle. Deep shear produces rotation that is in the updrafts of supercells. When 
there is 15 m/s or greater shear from 0 to 6 km, you get rotation that arises from dynamic 
pressure forces in storms.   This study indicates bulk shear (surface to 6 km AGL) has 
limited utility in distinguishing between supercells that produce significant tornadoes and 
those that do not (also see Rasmussen and Blanchard, 1998). Operationally, lower-
bound thresholds of bulk shear (0 to 6 km) of 15-20 m/s and mean shear values around 
.001 s-1 can be used as a first approximation to help determine potential supercell envi-
ronments. Note: additional factors (e.g., buoyancy distributions, mesoscale variations, 
etc.), should be considered as well because they can significantly modulate the charac-
ter of severe storm environments. Rasmussen and Blanchard (1998)found that mean 
shear in the lowest 4 km AGL was able to distinguish (to a degree) between supercells 
that produced significant tornadoes and those that only produced large hail. Recent and 
ongoing research has focused on mean shear in the lowest kilometer above the ground 
and have found even more distinguishing signals Other research such as Craven et al. 
(2002) and Markowski et al. (2002) using proximity soundings have found that the 0-1 km 
layer shear is the primary distinguishing kinematic parameter that separates supercells 
that produce significant tornadoes from those that do not. Also, see Markowski et al. 
(2002) study of RUC model proximity soundings which showed a statistically significant 
difference in the lowest 1 km layer. Observations of mature derecho environments 
(Evans and Doswell, 2001) suggested that bulk shear in the lowest 2 km was predomi-
nately greater than 15 m/s when combined with high CAPE. 

Student Notes:  
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9.  Role of Low Level Shear

Instructor Notes:  Stronger low-level shear appears to be associated with a higher fre-
quency of significant (F2 rating or higher) tornado events. The most important results 
from Craven et al. (2002) were in discriminating between significant hail/wind events and 
significant tornadoes. The low-level shear parameter, 0-1 km AGL bulk shear, indicated 
more than a quartile offset between significant tornadoes (F2 or larger) and significant 
hailstorms (2” diameter hail or larger). Most F2 and larger tornadoes occur with bulk 
shear above 10 m/s. Lower threshold is likely a bit lower than 10 m/s, around 6 to 8 m/s. 
Much like the lower threshold that has been established for deep layer shear and super-
cell development (i.e. 20 m s-1 ; Weisman and Klemp 1982; Davies and Johns 1993; 
Rasmussen and Blanchard 1998; Bunkers et al. 2000; and Craven (2000), it appears 
that 6-8 m/s (12-16 kts) may be used as a lower threshold for significant tornado events. 
These results are consistent with Edwards and Thompson (2000), who found a substan-
tial difference between the mean 0-1 km SRH for supercells with significant tornadoes 
versus supercells with either weak or no tornadoes observed. A limitation of these results 
is that supercells may exert an influence on low-level shear and buoyancy profiles up to 
30 km away from the storm, effectively altering what had been the pre-storm environ-
ment. Apparent storm impacts on local environments have been documented during for-
mal field experiments (e.g., Markowski et al. 1998), and have been observed by storm 
chasers across the Great Plains of the United States since the 1970s. Note that in inter-
preting and applying these results, an observed value does not always result in the pre-
ferred frequency category. In other words, a weaker than F2 tornado could result even if 
you see values of shear or SRH in the “significant” TOR category. 

Student Notes:  

10.  Role of Low Level Shear An example hodograph

Instructor Notes:  This is a example proximity hodograph from the 10 May 2001 North-
field, MN F2 tornadic storm. Likely the sounding exhibits influences directly from the 
storm, since it was taken less than an hour from touchdown time and less than 30 miles 
from the tornado itself. 
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Student Notes:  

11.  Role of Low Level Shear

Instructor Notes:  Low-level shear is related to updraft persistence and the likelihood of 
tornado formation. What sort of updraft are we talking about?  In order for the tornado-
genesis process to occur, the updraft must process near-ground, SRH-rich air.  This hap-
pens when the updraft extends below the region of buoyant ascent toward the ground, a 
result of vertical pressure gradient forces related to the interaction of the updraft with 
lower-tropospheric shear.  Further, because tornadoes form beneath the updraft, the low-
level ascent should not be shallowly sloped as it often is when the storm is associated 
with a vigorous gust front. Sheared updrafts can persist at levels where there is no parcel 
buoyancy, and it is the low-level processing of inflow that brings low-level SRH into the 
updraft. Supercell storms are more likely than other storm types to produce tornadoes 
largely because they have relatively long updraft persistence.  Updraft persistence is 
related most strongly to shear through the lowest one-half of the troposphere (because 
this forces low-level lifting as just mentioned), as well as a combination of precipitation 
distribution and low-level humidity.  The latter two factors are important in controlling the 
nature and vigor of the pool of evaporatively cooled air that may or may not form beneath 
the storm.  Vigorous low-level cold pools beneath the updraft are detrimental to tornado 
formation.  If the near-ground air is relatively dry, lesser precipitation falling around the 
updraft could produce a vigorous cold pool.  On the other hand, if the near-ground air is 
nearly saturated, cooling will be weak even if there is a lot of precipitation around the 
updraft (Rasmussen, 2002). 
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Student Notes:  

12.  Role of Shear

Instructor Notes:  The other parameter that distinguishes significant tornadoes from 
non-significant ones is low level humidity (LCL heights). 

Student Notes:  

13.  Forecasting Supercell Motion

Instructor Notes:  The Bunkers ID method is vastly superior to old supercell storm 
motion methods such as 30R75. That method didn’t work for storms moving in all quad-
rants. You can plot supercell storm motion using ID method in AWIPS Volume Browser.
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Student Notes:  

14.  Estimating Supercell Motion

Instructor Notes:  Just follow the directions, or use BUFKIT. Note, there have been sev-
eral observations where actual supercell motion was much different than what the ID 
method suggested. Interaction with other storms, boundaries, topographic effects, etc. 
All of these may affect the motion. 

Student Notes:  

15.  Estimating Supercell Motion

Instructor Notes:  
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Student Notes:  

16.  Estimating Supercell Motion

Instructor Notes:  

Student Notes:  

17.  Estimating Supercell Motion

Instructor Notes:  For more information see http://meted.ucar.edu/convectn/ic411/
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Student Notes:  

18.  Role of Baroclinic Generation of Vorticity

Instructor Notes:  These findings are from VORTEX results and illustrate how difficult it 
is to analyze horizontal vorticity fields on the mesoscale. They could be all over the place 
when there are multiple boundaries such as outflow boundaries. 

Student Notes:  

19.  Effects of Low Level Shear (vorticity stretched into 
updraft)

Instructor Notes:  From COMET’s (Convective Storm Matrix, 1996), the generation of 
low-level rotation is a result of the processes described so far. This 3-D figure depicts a 
classic supercell in its mature phase. The near-surface vortex lines (in blue) represent 
the environmental vorticity bending toward the storm's updraft in the baroclinic zone of 
the forward flank downdraft. This diagram, based on simulations in the mid to late 80s, 
indicates the baroclinic generation of horizontal vorticity in the FFD region. Once vorticity 
enters the updraft, it is stretched vertically to create much stronger low-level rotation. 
This process can be an important contributor to low-level storm rotation, which previously 
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was thought led directly to tornadogenesis. However, VORTEX results in the mid-90s 
and more recent storm scale numerical simulations suggested that augmented horizontal 
vorticity from the FFD is usually insufficient for tornadogenesis. In moist low-level condi-
tions, there might not be a discernible FFD (thus no baroclinicity). The tornadic scale 
stretching is thought to come from the RFD (more later).   Horizontal vorticity enhance-
ments are necessary for low-level mesocyclogenesis, which appears to precede torna-
dogenesis if additional key supercell structures develop (e.g., the RFD). Only in cases 
where large-scale low-level horizontal vorticity is already very high (e.g., 0–3-km mean 
horizontal vorticity of 1 × 10 2 s 1 or greater or storm-relative helicity of 500 m2 s 2 or 
greater) or deep-layer shear is very strong (e.g., 50 m s 1 in the lowest 10 km AGL), can 
forward flank baroclinity alone provide sufficient augmentation of the horizontal vorticity 
associated with the large-scale mean shear for tornadogenesis to occur. Other sources 
for streamwise vorticity that may become stretched into the updraft originate from behind 
the cold front boundary (aka RFD). More on this next. 

Student Notes:  

20.  Anvil Shadow Effects

Instructor Notes:  Due to low-level temperature gradients along the edges of anvil 
shadows, a baroclinic zone develops. Residence time in the baroclinic zone, estimated 
by analyzing storm-relative winds from proximity sounding hodos were shown to produce 
horizontal vorticity ( ~ 10 –2 s –1) that can be acquired by updraft inflow parcels. Sche-
matic representation of the storm-relative trajectories through the anvil-generated baro-
clinic zones on 8 June 1995, 22 May 1995, and 6 May 1994. (from Rasmussen et al., 
1998) In the first two cases, not only does the vorticity generated contain a greater 
streamwise component, but the parcel residence times in the baroclinity are longer. 
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Student Notes:  

21.  Anvil-Generated Baroclinity

Instructor Notes:  This is a conceptual model by Markowski et al. (1998) showing 
enhancement of low-level horizontal vorticity by an anvil-generated baroclinic zone. The 
amount of horizontal vorticity generated is a function of baroclinity and parcel residence 
time in the baroclinic zone. Residence time is a function of both storm-relative inflow 
speed and crossing angle with respect to the baroclinity. Horizontal vorticity will be 
mostly streamwise if the crossing angle of the storm relative near-surface inflow with 
respect to the anvil zone is very small ( ~ 0). The estimated max. parcel residence time 
was 73 min to ~ 2 hrs. for the 3 cases examined. Their research of proximity hodographs 
in baroclinic regions revealed that: to maximize horizontal vorticity generation in the 
near-ground inflow, the head of the storm motion vector should lie close to the line drawn 
from the heads of the 0–500-m mean wind vector and the wind vector near the equilib-
rium level. This assumes that the baroclinic zone is aligned closely with the anvil edge. 
Horizontal vorticity generated with a streamwise component can serve to enhance the 
storm-relative helicity already present in the environment due to the low-level vertical 
shear. SRH has been shown to be the source for net updraft rotation in supercells. Thus, 
the observations of anvil-generated baroclinity may have implications for the origin or 
enhancement of updraft rotation in thunderstorms.
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Student Notes:  

22.  Sources of Streamwise Vorticity

Instructor Notes:  From Atkins et al. (1999), the low-level storm structure (0.5 km AGL) 
at 3600s for the boundary simulation. (a) Rainwater mixing ratio greater than 0.1 g kg−1 
is shaded gray. The gray contours are rainwater mixing ratio starting at 1.0 g kg−1. Thin 
black lines are θe (K). Thick black lines are vertical vorticity with contours starting at 0.01 
s−1 and a contour interval of 0.01 s−1. The vector field is horizontal vorticity. (b) Positive 
and negative vertical velocities are gray shades and thick dashed lines, respectively. The 
contour and shade interval is 2 m s−1 and the 0 m s−1 contour is not plotted. Thin solid 
lines are the projection of the 3D trajectory locations. Numbers at the black dots on the 
midlevel trajectories are the height of the parcel (AGL). Thick solid lines are vertical vor-
ticity, contoured as in (a). Parcels from behind the boundary and forward-flank regions 
had acquired streamwise horizontal vorticity, which was then tilted and stretched by the 
storm’s updraft. The preexisting boundary provides an important additional source region 
of parcels at low levels that have acquired solenoidally generated streamwise vorticity. 
These results support the hypothesis put forth by Wicker (1996) that low-level stream-
wise vorticity enhances low-level mesocyclogenesis and confirm the discussion by Mar-
kowski et al. (1998) and Rasmussen et al. (2000) that horizontal vorticity generated at 
low levels along boundaries is an important vorticity source for low-level mesocyclones. 
Vertical vorticity along the preexisting boundary augments low-level mesocyclogenesis.
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Student Notes:  

23.  Characteristics of Boundaries that Enhance 
Supercell Tornadoes

Instructor Notes:  Boundaries can promote enhanced horizontal vorticity and storm rel-
ative helicity on the immediate cool side. Through tilting and stretching processes, 
boundaries help produce enhanced vertical vorticity - important vorticity source for low-
level mesocyclogenesis. This graphic shows the important mesoscale modifications to 
thermodynamic and kinematic (esp. in low levels) fields in the vicinity of boundaries (from 
Maddox et al., 1980). Intense horizontal stretching occurs in the storm inflow, as parcels 
accelerate toward the updraft. We’ll look at some important findings from VORTEX as 
the importance of boundaries in our conceptual models of supercell storms.

Student Notes:  

24.  What’s a Good Boundary for Tornadoes?

Instructor Notes:  The answer is one that is rich in high equivalent potential tempera-
ture, just north of a boundary. In this location is enhanced SRH, which can remain long 
after the temperature gradient weakens. Through surface data, esp. mesonet, you can 
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observe gradients of Theta-E in the vicinity of boundaries.   Boundaries that have shallow 
cold air, there is sufficient MLCAPE on the cold side, and the vertical pressure gradient 
generated by an updraft in low-level shear remains strong, would be a “good” boundary. 
The more shallow the boundary, the further into the cold air the tornado potential would 
exist. Based on the VORTEX findings (and the types of boundaries they researched), the 
greatest tornado potential probably was located from around 10 km on the warm side to 
roughly 30 km into the cold air. Boundary layer moisture, as measured on the mesoscale, 
also has direct correlation to tornado development WRT considerations of the Rear 
Flank Downdraft (RFD) and associated buoyancy characteristics of the storm scale. 
Note that a main point here is that the enhanced SRH can be around long after the tem-
perature gradient weakens. Also, note that actual forecasts of SRH increases would be 
quite difficult. This is because the parcel residence time is most important.

Student Notes:  

25.  Low Level Tilting & Stretching Process

Instructor Notes:  Horizontal vorticity is readily stretched horizontally by storm-induced 
accelerations to the flow, and then tilted into, and stretched by the storm updraft. SRH in 
inflow region of storm is not likely the same as in pre-storm environment, due to low-level 
inflow acceleration. Vorticity that is initially mainly horizontal can contribute to quasi-verti-
cal vortices such as supercell mesocyclones through reorientation and stretching. Hori-
zontal vorticity that is streamwise (i.e., vorticity and storm-relative velocity vectors 
parallel) produces net updraft rotation (Davies-Jones 1984) upon tilting. It is worthwhile 
to note that the tilting of crosswise horizontal vorticity (horizontal vorticity and velocity 
vectors perpendicular) also produces vertical vorticity. In the case of purely crosswise 
horizontal vorticity, integration of vertical vorticity over an entire updraft yields no net rota-
tion; however, a pair of vortices, one cyclonic and the other anticyclonic, will result. SRH 
is also critical. You’d like to see a large, looping hodo in the lowest 1 km because this 
means that the vector of the horizontal vorticity generated is directed across the buoy-
ancy gradient (along the buoyancy isopleths). Therefore, for a wide range of typical 
storm motion, the generation of horizontal vorticity due to buoyancy gradients will 
increase SRH to the degree that the flow is also along the buoyancy (temperature) iso-
pleths. Key point: Horizontal vorticity generated at low levels along boundaries is an 
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important vorticity source for low-level mesocyclones. Vertical vorticity along boundaries 
augments low-level mesocyclogenesis by producing enhanced streamwise vorticity. 
Boundaries contain low-level horizontal vorticity due to generation of solenoidal effects 
from buoyancy gradients. Because of large accelerations in storm inflow, the baroclini-
cally generated horizontal vorticity can be amplified by horizontal stretching (Brooks et al. 
1993) even prior to reaching the updraft itself. A vigorous updraft, such as those that 
occur in environments with strong deep shear and sufficient convective available poten-
tial energy, can readily tilt and stretch the low-level horizontal vorticity present with the 
boundary (Weisman and Klemp 1982; Klemp and Rotunno 1983) if the updraft draws air 
from beneath the boundary interface. The black curve (“ambient” warm sector) in the fig-
ure to the right is the hodograph from the LBB special sounding at 2315 UTC. The blue 
curve is the hodograph from the special sounding at 2248 UTC near Lockney, TX that 
was 15 km toward the cool side of the pre-existing outflow boundary.

Student Notes:  

26.  Schematic for Supercell Developing along a 
Boundary

Instructor Notes:  A schematic model summarizing the life cycle of the Garden City 
storm. (from Wakimoto et al., 1997) Cylindrical arrows depict the storm-relative flow. The 
location of the low-level and midlevel vorticity centers is shown by the ribbon arrows. The 
synoptic-scale trough is shown by the black dashed line. The rear-and forward-flank gust 
fronts are indicated by the frontal symbols. The occlusion downdraft, also known as the 
rear-flank downdraft (RFD), is shown by the black arrow. Pre-existing synoptic wind shift 
line, possibly interacting with HCRs helped to produce low-level updraft maxima/ vorticity 
stretching along the boundary. Interaction of supercell mesocyclone and one of these 
vorticity maxima was associated with tornadogenesis. This data from the Garden City, 
KS tornado in 16 May 1997. The occlusion downdraft or RFD in the mesocyclone leads 
to a highly curved band of vorticity maxima reminiscent of the multiple vortex phenome-
non in a tornado. One of these maxima develops into the Garden City tornado.
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Student Notes:  

27.  Slide 27

Instructor Notes:  The animated flash graphic on this slide will help illustrate some of 
these key environmental considerations with boundaries and supercell tornadoes.    
Boundaries that have shallow cold air, there is sufficient MLCAPE on the cold side, and 
the vertical pressure gradient generated by an updraft in low-level shear remains strong, 
would be a “good” boundary. Based on the VORTEX findings, the greatest tornado 
potential probably is located between no more than 10 km into the warm air to roughly 30 
km into the cold air. 

Student Notes:  

28.  Slide 28

Instructor Notes:  This is D2D imagery from 23 June 2002 near Aberdeen, SD.
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Student Notes:  

29.  Slide 29

Instructor Notes:  This is the 0.5 degree reflectivity data. Note 4 distinct boundaries. 
The one furthest north is the one which is the focus for storms.

Student Notes:  

30.  Real Life Boundary Example

Instructor Notes:  Analyzed CAPE and CIN (Surface based) from the 22z LAPS analy-
sis. 
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Student Notes:  

31.  The Role of the RFD

Instructor Notes:  Most supercells (tornadic and nontornadic ones) have circulations 
extending to the ground embedded in the outflow. Some supercells have “cold” (relative 
to inflow air) RFD’s that keep the tornado cyclone from concentrating into a tornado, and 
that spread a great distance.

Student Notes:  

32.  The Role of the RFD

Instructor Notes:  Paul Markowski (2002) analyzed a large number of project VORTEX 
cases and found a strong correlation between Rear Flank Downdraft (RFD) potential vir-
tual temperature deficit and the likelihood of a significant tornado (F2 or greater). Analy-
sis in the figures show contours of ?v departure from the pre-storm environment as 
sampled by mobile mesonet probe. Radar reflectivity is overlain, either from mobile radar 
or the nearest WSR-88D.
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Student Notes:  

33.  RFDs Associated with Tornadic Supercells

Instructor Notes:  More from Markowski et al. (2002), this is a composite diagram illus-
trating the general characteristics of RFDs associated with supercells that produce “sig-
nificant” (e.g., F2 or stronger, or F0–F1 persisting >5 min) tornadoes vs RFDs associated 
with nontornadic supercells or those that produce weak, brief tornadoes. The thick, 
dashed contour is the outline of the hook echo, and thin, solid arrows represent idealized 
streamlines. In the bottom two depictions, the illustration on the left was representative of 
11 of 12 tornadogenesis failures, while the illustration on the right depicts an evolution 
that was observed in only one nontornadic case. 

Student Notes:  

34.  Role of RFD

Instructor Notes:  (Note: There is a neat flash graphic on this slide.) Most supercells 
(tornadic and not) have circulations extending to the ground embedded in the outflow. 
Some supercells have cold RFDs that keep the tornado cyclone from concentrating into 
a tornado, and that spread a great distance. To elaborate on this concept, one of the 
most exciting findings of VORTEX and its successors was that rear-flank downdrafts in 
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tornadic supercells seem to have a very unusual character compared to non-tornadic 
supercells and thunderstorm downdrafts in general. This finding comes from the Ph.D. 
dissertation research of Paul Markowski and collaborators. By examining mobile 
mesonet observations from beneath about 18 tornadic and 12 non-tornadic mesocy-
clones, the following was found: tornado cyclones~2-3 km diameter vortices… extended 
to the ground in all but one of the storms. The sample is biased towards storms that 
appeared to have good tornado potential, but suggests that mesocyclones that fail to 
produce tornadoes do not fail, in general, because of an “undercutting” by outflow. The 
notion of “outflow dominated” supercells may be much overused, and it is possible that 
many supercells have vortices extending to the ground embedded in the outflow below 
the updraft. In tornado cyclones that produce tornadoes, the RFD reaches the ground 
with more CAPE, less CIN, larger equivalent potential, wet bulb potential, and virtual 
potential temperature than in tornado cyclones that do not produce tornadoes. 

Student Notes:  

35.  RFD Characteristics Related to Tornado 
Occurrence

Instructor Notes:  These observations were taken by mobile mesonets within RFDs. 
These results suggest that unstable RFDs implied plenty of CAPE available to aid vortex 
stretching. To account for sampling errors, the maximum and minimum θv’ for each RFD 
is plotted on two axis. Researchers speculate that the following description summarizes 
why buoyancy may be important in an RFD. The RFD is known to descend in an annular, 
or semi-annular region roughly centered on the axis of maximum low-level rotation. i.e., it 
descends around the developing vortex. (The degree to which the RFD is driven by ther-
modynamic/microphysical forcing, and/or dynamic forcing through vertical pressure 
forces, remains to be resolved.) Upon reaching the ground, some of the RFD air flows 
toward the axis, and some flows away from the annular region and thus away from the 
vortex. It appears that the vigor of the down-in-up flow vs. the down-out flow is related to 
the buoyancy present in the RFD air. If it is relatively buoyant, more air flows toward the 
axis with subsequent convergence and stretching leading to tornado formation. In this 
illustration the cool downdraft spirals down at a distance of 2-3km from the center. Upon 
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reaching the ground, the downdraft spreads mostly away from the center. But the 
warmer updraft spirals toward the center, and rises in an intense rotation, the tornado. 
Future research in this area will likely center on understanding what governs the thermo-
dynamic character of the RFD. Rasmussen and others’ hunches are that the RFD is 
strongly related to both low-level humidity, and the sizes and types of precipitation parti-
cles comprising the hook-echo, or rear-side supercell precipitation cascade. A further 
complication is the degree of entrainment of dry environmental air, if present. 

Student Notes:  

36.  Humid Boundary Layer

Instructor Notes:  RFD buoyancy was compared to the best performing environmental 
parameter. Tdd was the highest correlated parameter to minimum Theta-V (the RFD 
proxy). In fact, equivalent potential temperature in tornadic circulations is about the same 
as the supercell inflow, while in non-tornadic circulations it is colder. Note that all three 
potential temperatures are correlated with each other. These are very significant findings 
in our effort to understand and forecast tornadogenesis. Unfortunately, when Markowski 
examined proximity soundings to all of these events, there were only very weak signals 
at best. The one environmental measurable that was reasonably well correlated with 
RFD character and with tornado production was the surface dewpoint depression in the 
airmass the storm was moving through. This is completely consistent with the strongest 
predictor found in the 1992 climatological study of Rasmussen and Blanchard: LCL 
height. From a forecasting perspective, large low-level humidity (i.e., small dewpoint 
depressions, low LCLs) in the presence of sufficient CAPE is a red flag that the threat of 
significant tornadoes is enhanced. Note that it is a rare occurrence in the atmosphere to 
have small dewpoint depressions and still have CIN small enough, and CAPE large 
enough, for supercells. It is much more common to have humid low-level conditions in 
which CIN is large and CAPE is small or nonexistent. Also note that humidity is higher on 
the cool side mesoscale outflow boundaries, where SRH is enhances as discussed pre-
viously. This means that boundaries may play a role in tornado production beyond the 
enhancement of SRH. The situation of tornado threat in relatively drier low-level environ-
ments is much more complicated and will require additional research into the conditions 
in which the RFD can reach the surface with sufficient CAPE and reduced CIN for tor-
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nado formation. Right now, we think that a dry environment means that the precipitation 
in the hook echo must be “just right” to prevent too much evaporation, while a humid 
environment affords much more latitude in the amount/type of precipitation in the RFD. In 
a nutshell, some air goes toward the axis and some flows away.

Student Notes:  

37.  RFD Related to LCL Height Related to Boundary 
Layer RH

Instructor Notes:  Just as ?T can enhance SRH, cold/dry outflow can be modified to 
cool/moist outflow. These soundings were taken on 2 June 95, one of the VORTEX days. 
Note the difference in LCL height, surface based CAPE and CIN. The most low-level 
CAPE and least CIN is .7 km north of boundary. This “moisture pooling” N of fronts (low 
LCLs) is the mode for tornadoes in the N Central Plains (Johns et al. 2000). Johns et al. 
(2000, Severe Storms Conference) found that intense tornadoes most often occurred to 
the cool side of stationary or warm fronts (46 years of cases from 1953-1999, N Central 
Great Plains of the US) where LCL heights were low and moisture pooling was occurring. 
In contrast, LCL heights in the warm sector were most always higher and tornadoes were 
rare.

Student Notes:  
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38.  Special RFD: Enhancing Boundary Layer RH

Instructor Notes:  Note there is some low-level CAPE, but more CIN deep in the cold 
air. 

Student Notes:  

39.  Special RFD: Enhancing Boundary Layer RH

Instructor Notes:  This is the area where severe thunderstorms erupted. 

Student Notes:  

40.  Special RFD: Enhancing BL RH

Instructor Notes:  Note that this proposed evolution is different from how the warm sec-
tor would be expected to mix-out moisture during the day (as shown by McGinley in 
“Nowcasting Mesoscale Phenomena”, Chap 8 of the Mesoscale Meteorology and Fore-
casting book edited by P.S. Ray.(1986). See pg. 667 of that book. McGinley does not 
treat the special case of airmass modification. Assuming equal insulation and vegetation 
on both sides of boundary, moisture could be boosted on the cool side due to: 1) 
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Enhanced moisture fluxes owing to stronger surface winds, 2) “Trapping” of surface-
based thermals in the internal boundary layer (BL) due to stability above, 3) Detraining of 
thermals in lower BL via stronger shear, and 4) Rotor circulation. Moisture is lost on the 
warm side due to thermals reaching their LCL - (boundary layer convective rolls) and 
deeper boundary layer mixing. 

Student Notes:  

41.  Combining Effects of LCL Height and Shear

Instructor Notes:  This chart, from Craven and Brooks (2002) shows a smoothed prob-
ability of a tornado as a function of LCL height (m) and 0-1 km shear. The data was 
obtained from observed 1800 LST soundings on the condition that CAPE was present. 
The results are based on 20 yrs. of climatological data. The graph indicates the following 
relationship: tornado likelihood greatly increases as 0-1 km shear increases AND LCL 
height decreases. Other parameters that take into account low-level CAPE and shear 
are EHI, VGP, and the Significant Tornado Parameter (STP). See SPC’s Mesoanalysis 
page for more details (http://www.spc.noaa.gov/exper/mesoanalysis/s3/index2.html) on 
STP. 

Student Notes:  
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42.  Unanswered Questions

Instructor Notes:  Future research such as VORTEX 2 may help to explore answers to 
these questions.

Student Notes:  

43.  Buoyancy Effects

Instructor Notes:  Research has shown that low-level CAPE and or corresponding low-
level CIN may have relevance to tornado production. More CAPE in the lowest levels 
(and thus lower LCF heights) above the ground suggests stronger potential for large low-
level vertical accelerations and enhanced low-level mesocyclone intensification, and 
thus increasing likelihood of tornadoes in supercells.   In a recent study, Davies (2004) 
showed than stronger tornadoes (≥F2) tended to have more MLCAPE, less MLCIN, and 
lower MLLFC heights than weaker tornadoes and non-tornadic supercell storms. Simula-
tions of storms with small CAPE (~ 800) squashed into the lowest 5 km indicate that 
pressure gradient forcing from rotation in mid levels is the primary force for accelerations 
below 500 mb. Above 500 mb, buoyancy forcing becomes more important (Wicker and 
Cantrell, 1994). Low-level buoyancy is also related to LCL/LFC heights (RFD character-
istics). 
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Student Notes:  

44.  Buoyancy Effects

Instructor Notes:  From Rasmussen and Blanchard (1998), and Rasmussen (2003) 
research have shown that low-level CAPE may have relevance to tornado production. 
More CAPE in the lowest levels above the ground suggests stronger potential for large 
low-level accelerations and enhanced low-level mesocyclone intensification. LCL height 
and MLCIN are likely better indicators for low level vortex stretching potential. Also, 
boundaries could provide pre-existing vertical vorticity even without strong low-level 
buoyancy.

Student Notes:  

45.  Buoyancy Effects

Instructor Notes:  McCaul and Weisman’s study (2001) showed that there are varia-
tions in buoyancy that need to be available in storms with given amounts of shear. They 
found that the effect of the buoyancy profile shape on convection is quite strong for small 
bulk CAPE, where the buoyancy profile is susceptible to specification in a wide variety of 
ways, but gradually weakens as CAPE assumes larger and larger values. Also, they 
found that increases in the low-level lapse rate tended to produce both stronger updraft 
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rotation and colder surface outflows, and more rapid storm cell propagation relative to 
the low-level ambient wind, at least for the cases where supercells were found. In this fig-
ure, they have maps of simulated updraft velocity w at z = 1.71 km (contoured at 2 m s−1 
intervals), rainwater mixing ratio qr at z = 0.127 km (shaded starting at 0.5, 1.0, 2.0, 3.0, 
and 4.0 g kg−1 values), and horizontal storm-relative wind vectors (every other vector 
removed) at z = 0.127 km for a simulation with 800 j/kg of CAPE and a curved hodograph 
with 12 m/s of shear. Coordinates relative to the full simulation domain are marked at 2-
km intervals along the sides of the plots. Vectors are scaled so that a length of 1 km on 
the plots corresponds to a wind speed of 12.5 m s−1. All plots are taken from the second 
hour of the simulated storms at selected times (see markings beneath each panel) 
deemed representative of mature storm structure. 

Student Notes:  

46.  MLCAPE Distributions

Instructor Notes:  This is from Jon Davies’ study of 110 RUC-2 and RUC20 soundings.

Student Notes:  
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47.  Role of Negative Buoyancy

Instructor Notes:  In another recent study, Davies (2004) showed than stronger torna-
does (≥F2) tended to have more MLCAPE, less MLCIN, and lower MLLFC heights than 
weaker tornadoes and non-tornadic supercell storms. Tornadoes are considered less 
likely to occur with “elevated” supercells found in storm environments where the only 
instability is from parcels that originate well above the surface (Rasmussen and 
Blanchard 1998) and Grant (1995). Elevated convection as defined by Colman (1990) 
has no surface-based convective available potential energy (CAPE, Moncrief and Miller 
1976). But many thunderstorm environments have significant surface-based CAPE pres-
ent above a deep layer of convective inhibition (CIN, Colby 1984), signified by a large 
area of negative buoyancy below the positive CAPE area on a thermodynamic diagram. 
Therefore, a distinction can be made between thunderstorm settings that have no sur-
face-based CAPE, with positive CAPE associated only with lifted parcels from well above 
the surface and thunderstorm settings that involve positive surface-based CAPE located 
above a large layer of surface-based CIN associated with a relatively high level of free 
convection (LFC). From a physical standpoint, an environment with large CIN and asso-
ciated high LFC heights may inhibit low-level parcel ascent and stretching near the 
ground, reducing likelihood of tornadoes. It is also possible that tornadogenesis may in 
part be related to rapid upward acceleration and stretching within the layer containing 
largest helicity. If CAPE is not positive and large within the same layer where SRH is 
large (e.g., CAPE located above and vertically “disconnected” from a layer of large 
SRH), then tornado development may become less likely. 

Student Notes:  

48.  Conceptual Models of Supercells

Instructor Notes:  There will be more of this in IC3, but the main things to note concep-
tually are: tight low-level reflectivity gradients, the displacement of low level echo core, 
storm top slightly displaced on low level inflow side over the Bounded Weak Echo 
Region (BWER), pendent or hook echo on right, rear storm flank. Features are caused 
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by the interaction of the rotating updraft in a sheared environment. Not all radar features 
are present in supercells.    

Student Notes:  

49.  Supercell model hybrids

Instructor Notes:  Conceptual model of the mature Newcastle–Graham storm complex 
in the lowest 1 km, as inferred from the Doppler analyses and derived from classical con-
ceptual models described in the text (from Ziegler et al., 2001). Heavy solid curves are 
mesoscale cold fronts, heavy dashed contour denotes the precipitation shield, thin black 
arrows are airflow streamlines, and light and dark shading denote updraft and down-
drafts areas, respectively. The circled “T” symbols indicate possible tornado locations. 
Supercell character, albeit rapidly evolving, was present prior to the Newcastle tornado. 
Mid-level mesocyclone developed through stretching. Subsequent low-level intensifica-
tion through stretching; source of weak vertical vorticity not clear but parcels came from 
rainy area to the east. This data was from Newcastle, TX tornado from 29 May 1994.

Student Notes:  
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50.  Cyclic Tornado Process

Instructor Notes:  See the flash graphic on slide 52 that shows the cyclic process for 
tornadogenesis.   Subsequent tornadogenesis in a cyclic storm is typically observed to 
be somewhat faster than from the initial storm, but often these tornadoes can last the 
longest and be the largest. 

Student Notes:  

51.  Cyclic Tornadogenesis Conceptual Model

Instructor Notes:  From Dowell and Bluestein (2002). Circles and thick lines indicate 
vortices and wind shifts, respectively. Tornado tracks are shaded. (right) Shading indi-
cates updraft, and the spotted pattern indicates downdraft. The time between successive 
tornadoes (2Δt) is 20 min. 

Student Notes:  

52.  Slide 52

Instructor Notes:  
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Student Notes:  

53.  Summary

Instructor Notes:  

Student Notes:  

54.  References

Instructor Notes:  Please see the reference page for AWOC Severe Track IC1 at http://
wdtb.noaa.gov/courses/awoc/index.html
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Student Notes:  
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1.  Conceptual Models for Origins and Evolutions of 
Convective Storms

Instructor Notes:  The title for the instructional component is “Conceptual Models for 
Origins and Evolutions of Convective Storms. This is lesson 2 of the first instructional 
component (IC 1) in the AWOC Severe Track. Lesson 2 is on the conceptual models and 
important concepts regarding hail storms.

Student Notes:  

2.  Lesson 2 Learning Objectives

Instructor Notes:  The first 4 learning objectives for this lesson on hail and hailstorms.

Student Notes:  
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3.  Lesson 2 Learning Objectives

Instructor Notes:  Learning Objectives 5-7.

Student Notes:  

4.  1. Role of Shear and midlevel rotation on updraft 
strength

Instructor Notes:  As seen in IC Severe 1 lesson 1 on supercells, wind shear produces 
horizontal vorticity that can tilted into the vertical within strong updrafts. Vertical vorticity 
is associated with mid-level rotation, and many times rotation is strongest in the mid-lev-
els of a storm. Regardless of the direction of spin of the rotation, whether cyclonic or anti-
cyclonic, there is going to be a centrifugal force associated with the rotation. The stron-
ger the rotation, the stronger the centrifugal force. To keep the forces balanced, an 
opposing pressure gradient force must be present. Again, both cyclonic and anti-cyclonic 
rotations will have an inward directed pressure gradient force, in turn leading to a dynam-
ically induced low pressure in the center of the circulation. Low pressure in mid-levels 
lead to an upward directed pressure gradient force below the circulation, and thus stron-
ger vertical motion. It has been shown mathematically that the dynamically induced (via 
mid-level rotation) contribution towards total updraft velocity can be as large as the con-
tribution due to buoyancy. With regards to hail, stronger updrafts have the ability to sup-
port larger hail stones, thus the presence of mid-level rotation can signal stronger 
updrafts within a storm, and thus a higher threat of severe hail with all other environmen-
tal factors being equal.  Key Point: A storm exhibiting mid-level rotation is more likely to 
contain severe hail than one without rotation in identical environments and with all else 
being equal. This is because mid-level rotation can enhance updraft strength due to a 
dynamically induced vertical pressure gradient force.
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Student Notes:  

5.  2. Buoyancy and steep lapse rates in hail growth 
zones

Instructor Notes:  Steeper lapse rates aloft increases the overall instability of the atmo-
sphere. Greater instability allows for more buoyant parcels of air if enough lift is present 
to overcome any cap that may be in place. Intuitively, more buoyant air (and thus lapse 

rates) within the –10 to –30 oC layer, corresponding to the maximum hail growth zone, 
would mean stronger updrafts in the growth zone. All other factors being equal, larger 
stones would have the ability be suspended longer in the prime growth zones, thus grow-
ing even larger. To date, no studies have been done to verify the usefulness of this con-
cept…currently it is just a conceptual picture of an ingredient for simplified hail growth 

trajectories.  Key Point: Steep lapse rates in the hail growth zone (–10 and –30 oC) lead-
ing to the potential for higher instability and thus strong updrafts are favorable to support 
large hail.

Student Notes:  
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6.  2. Buoyancy and steep lapse rates in hail growth 
zones

Instructor Notes:  This is a sounding from Wallop’s Island, VA. Thin CAPE profile from a 
tropical environment. Lapse rates in the -10 to -30 layer are weak. Surface based CAPE 
is over 1000 J/kg but stretched through a large depth. Consequently, even with great 
shear and CAPE, there was absolutely no hail to report on this day with weak lapse rates 
and CAPE in the hail growth zone.

Student Notes:  

7.  2. Buoyancy and steep lapse rates in hail growth 
zones

Instructor Notes:  This is a sounding from Omaha, NE. This CAPE profile is thick. There 
quite a bit of surface based CAPE, and much of it is in the -10 to -30C layer. The lapse 
rates, thus CAPE, are significant in the hail growth zone. Supercells containing baseball 
to american football sized hail pounded southern Nebraska. One storm produces the 
world record for hail diameter, over 7 inches.
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Student Notes:  

8.  3. Melting Affects

Instructor Notes:  Melting affects hail most significantly affects smaller hail sizes as they 
fall through the 0oC level. All other factors being equal, small hail will melt proportion-
ately more than large hail for 2 reasons: 1. larger hail has a higher terminal velocity and 
spends much less time in the melting layer before reaching the surface and 2. surface 
area is related to the radius of the hailstone, squared, while volume of rainwater loss is 
related to the cube of the radius. Thus, smaller hailstones will have a proportionately 
larger surface area exposed to melting conditions than larger stones, and thus propor-
tionately melt faster than larger stones as well. Certain atmospheric conditions favor 
more rapid melting as well, with the amount of melting always dependent on the initial 
size of the hailstone. Conditions within the melting layer that favor melting are relative 
humidity (higher RH promotes greater melting and/or the presence of liquid drops falling 
with the hail), temperature profile (higher freezing level and warmer temps favor greater 
melting). Low relative humidity allows for a delay in the onset of melting by providing 
favorable conditions for the hailstone surface to remain dry. In melting layers with 50% or 
less relative humidity, melting has been found to proceed when the stone reaches air 

with +5 oC, obviously diminishing the amount of time the hail falls through the melting 
layer. Additionally, low RH hinders melting even if the stone is coated in water, since the 
layer of water is more likely to evaporate off the surface, cooling both the hail stone and 
the surrounding environment, further slowing the melting process. Having a warmer tem-
perature profile intuitively results in more rapid melting, as heat transfer from the atmo-
sphere to the hailstone is larger in a warmer environment. Another factor not mentioned 
above deals with hailstone ice density. Low density hail (common on the high plains), 
typically with graupel cores, melts much more effectively than high density hail. It is also 
strongly size dependent, but it is very important to note that low density hail is easily the 
most important factor when dealing with melting. The problem is that we currently have 
absolutely no way of knowing if low density hail exists in a storm, nor what proportion of 
the total hailfall consists of low-density stones. Finally, microphysical differences 
between the makeup of all the stones in a hailfall can also influence melting, although 
these differences have not been studied nor can they be measured at this time. Some of 
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these differences are shape of the hailstone, hailstone size spectrum within a particular 
hailfall, and direct influences of surface hailstone heat transfer, among others.  Key 
Point: Smaller hail melts proportionately more than larger hail because of differences in 
surface area and terminal falls speeds. Thus, hail that is large in-cloud will remain large 
at the surface. Relative humidity, temperature profile, and hailstone density all play 
important roles in the amount of melting a stone undergoes falling through the melting 
layer.

Student Notes:  

9.  3. Melting Effects

Instructor Notes:  

Student Notes:  

10.  4. Hail Trajectories

Instructor Notes:  Hail trajectories have been found to be extremely diverse within con-
vective storms. The diversity of the trajectories becomes even more complicated when 
the size of the storm and the strength of the updraft/wind shear increases. A single trip 
up an updraft in a pulse storm can grow a hailstone up to about golfball size (Knight and 
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Knight 2001), and the updraft necessarily has to have an ideal vertical velocity profile 
such that the hail stone spends as much time as possible in the updraft. An updraft too 
weak won’t allow a sizable stone to grow, and an updraft too strong will eject the hail 
embryo too quickly before significant growth can occur. Hail larger than about golfball in 
size can be produced with some form of recycling trajectories within a storm or complex 
of storms. Recycling can occur with multicelled convection where an older updraft pro-
duces hail that falls into or near the base of a newer updraft. Supercell convection allows 
for numerous recycling trajectories, but the bulk of the trajectory studies to date have 
found relatively simple paths through or around the main updraft, and nearly all of the 
growth occurs within a fairly narrow altitude and temperature range (-10 to -30oC). The 
largest hail tends to originate from embryos that find themselves on the southwest side of 
the large updraft. Upon entering the updraft these particles are then able to experience 
the longest growth time by traversing the full length of the updraft’s long dimension 
(Foote 1984). The importance of any hailstone trajectory lies in the amount of time the 
hailstone resides in an updraft, and this time period is referred to as “residence time”. As 
residence time increases, so does the possibility for growth of large hail within a convec-
tive updraft. Residence time is increased when: The hailstone’s terminal velocity is 
nearly balanced by an updraft, the updraft width is substantial, and storm relative flow 
across and through the updraft isn’t too strong.  Key Point: A wide variety of trajectories 
exist that can produce large hail. The important concept is residence time within the 
updraft, the longer the residence time, the larger the hail. Wide updrafts and larger 
embryos lead to the largest hail sizes.

Student Notes:  

11.  4. Hail Trajectories

Instructor Notes:  
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Student Notes:  

12.  4. Hail Trajectories

Instructor Notes:  

Student Notes:  

13.  4. Hail Trajectories

Instructor Notes:  
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Student Notes:  

14.  5. Favorable Embryo Source Regions

Instructor Notes:  The main issue about hail embryo origins is how embryos arrive 
within the updraft (Knight and Knight 2001). There is no real distinction between an 
embryo and small hailstone, thus some of the principles involved in transport are cov-
ered in other objectives. A remarkable finding regarding hailstone embryos is that many 
analyses of hailstone collections from significant hailstorms from all over the world reveal 
mixtures of types of embryos. The importance of this is that either embryo delivery into 
strong updrafts straddles the freezing level or embryo sources are typically diverse: or 
both could be true. If embryos sources straddled the freezing level then frozen drops and 
graupel particles would equally be likely as embryos. Though embryo sources are very 
diverse, there are 3 important sources of hail embryos within convective storms. The first 
is within developing cumulus towers on the flanks of parent storms or within newer 
updrafts within multi-celled convection. The embryos grow within the developing updraft 
early in the lifecycle when updraft velocities are ideally not so strong that all liquid water 
is advected too quickly vertically before significant growth can occur. Of course this 
mechanism works in single celled “pulse storms”, where embryos grow in a developing 
updraft, then as they are advected vertically, they grow such that their Vt increases at 
about the same rate that the updraft velocities increase, thereby significantly increasing 
residence time in the updraft growth zone. These storms, given the right environmental 
conditions and ideal updraft velocities, can produce over 1.00 inch diameter hail from the 
initial embryo. The second favorable source of hail embryos is near stagnation points in 
the mid-levels of a convective storm with an intense updraft. The updraft is necessarily 
intense so that mid-level storm relative flow does not significantly penetrate the updraft 
nor significantly tilt the updraft. A stagnation point arises when the strong updraft is an 
obstacle to the mid-level flow, resulting in a dynamically induced high pressure on the 
upwind side of the updraft and a region of little to no horizontal flow where the mid-level 
flow splits and is diverted around the updraft. Realize that the updraft is porous, i.e. it 
isn’t a “rigid” obstacle to the low, it diverts a certain percentage of the mid-level flow, but 
some of the flow enters and mixes with the updraft. This region is important for embryo 
growth because it is on the edges of the main updraft in which the embryos can stay with 
the storm long enough to grow. A third favorable source of hail embryos is from drops 
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shed from growing or melting hail above or below the 0oC level. This source assumes 
hail is already present in the storm. Hailstones that are greater than 9 mm in diameter 
have been found to shed liquid drops during either melting or wet growth processes. 
These shed drops then can become hail embryos if they are lofted above freezing in an 
updraft. The majority of hailstones within a severe thunderstorm that contain frozen drop 
embryos are likely to be formed through this process.    Key Point: Understand that 
where embryos come from is relatively unimportant, but what is important is where (and 
if) they are input into the updraft. Know three important areas for embryo growth: stagna-
tion points in the mid-levels of an updraft, within growing cumulus towers on the flanks of 
the parent storm or within multi-celled convection, and from drop shedding. Additionally, 
all 3 sources may be working within a given convective storm at the same time.

Student Notes:  

15.  5. Favorable Embryo Source Regions

Instructor Notes:  Source region #1: growing cumulus towers or flanking lines

Student Notes:  
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16.  5. Favorable Embryo Source Regions

Instructor Notes:  Source region #2: stagnation points: very weak horizontal flow (and 
vertical flow), thus allowing depositional/collection growth for embryos, typically graupel

Student Notes:  

17.  5. Favorable Embryo Source Regions

Instructor Notes:  Source region #3: shed drops, which is a secondary source. This ani-
mation will demonstrate a hail in wet growth regime and how drops are shed from the ice 
core.

Student Notes:  

18.  6. Hail Soundings

Instructor Notes:  The link on this slide takes you to an optional website containing a 
wide variety of real soundings from hail cases. You can test your knowledge of favorable 
hail parameters based on one sounding to diagnose the threat of severe hail. In some 
cases, because of the unrepresentativeness of the sounding, this is difficult. The website 
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is a good exercise to show just how diverse environments are that may produce severe 
hail.  Key Point: Look for strong CAPE of any kind (ML, SB, Elevated, MU, etc), good 
deep layer wind shear, lapse rates aloft. Much like for supercell and tornado environmen-
tal assessment, but without any low level shear and LCL/LFC considerations.

Student Notes:  

19.  The “Hail Monster”

Instructor Notes:  Hybrid multicell/supercell hailstorms produce not only unusually large 
hail in high quantities, but the hailswaths containing the large hail cover an extraordi-
narily large region, leading to destruction over a large area. These storms are character-
ized with intense gust fronts on their rear flank, and very deep zones of convergence 
along the leading edge of the rear and forward flank gust fronts. These storms tend to 
move fast, to the right of the mean wind, and persist for several hours. They are typically 
non-tornadic or very weakly tornadic, both in strength and amount of time. The huge 
region of deep, moist convergence along the rear flank allows for a very wide region of 
updraft, not necessarily one single updraft, but likely many updrafts which collectively 
form a wide region of rising motion. Very broad updrafts have already been discussed in 
this lesson as allowing a high amount of residence time for hail to grow. The deep and 
broad convergence zone accounts for the sheer size of the hail cores. Hybrid hailstorms 
typically have very high Z all along south, west, and north sides of the mesocyclone.
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Student Notes:  

20.  The “Hail Monster”

Instructor Notes:  April 10, 2001 Supercell that tracked all the way across Missouri, 
turned out to be the costliest hailstorm in US history. Notice the tremendous size of the 
reflectivity cores on NW of the inflow notch and to the south, typical of these hybrid multi-
supercellular hailstorms. True to form, this storm produced only a few very weak, brief 
tornadoes, but golfball to baseball size hail across entire counties occurred, with very 
high amounts of this large hail.

Student Notes:  

21.  The “Hail Monster”

Instructor Notes:  The X marks the approximate location of the photographer in the fol-
lowing image. This image is adapted and updated from an original image first published 
in Lemon and Parker (1996). The supercell updraft is located from B to C with a BWER, 
and the storm summit is in the vicinity of B. Arrows indicate storm relative flow; dashed 
arrows indicate, in perspective, flow behind the DCZ surface. Storm motion is directly at 
you. The most intense and deep portions of the DCZ are found nearly coincident with the 
strong reflectivity gradients bordering the WER and BWER. In terms of hail growth, the 
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DCZ has been found to shield the updraft from the destructive entrainment of environ-
mental air. In the Lahoma Storm in August 1991, the DCZ passage signaled the greatest 
wind threat and within 2-5 minutes, the greatest hail threat.

Student Notes:  

22.  The “Hail Monster”

Instructor Notes:  This is a picture of an approaching DCZ, from the Cashion, Okla-
homa storm June 18, 1992.

Student Notes:  

23.  The “Hail Monster”

Instructor Notes:  
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Student Notes:  

24.  The “Hail Monster”

Instructor Notes:  

Student Notes:  

25.  Hail Ingredients Summary

Instructor Notes:  Summary of ingredients for large hail and large amounts of hail
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Student Notes:  

26.  Lesson 2 Summary

Instructor Notes:  

Student Notes:  

27.  Lesson 2 References

Instructor Notes:  Link to PDF document with all the references for IC Severe 1, Lesson 
3 on hailstorms: http://www.wdtb.noaa.gov/courses/awoc/ICSvr1/lesson2refs.pdf
16 of 18



AWOC Severe Track FY12
Student Notes:  
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1.  Conceptual Models for Origins and Evolutions of 
Convective Storms

Instructor Notes:  The title for the instructional component is “Conceptual Models for 
Origins and Evolutions of Convective Storms. This is lesson 3 of the first instructional 
component in the AWOC Severe Track. Lesson 3 will be on conceptual models for flash 
flooding, both meteorological and hydrological factors. 

Student Notes:  

2.  Lesson 3 Learning Objectives

Instructor Notes:  Learning Objectives 1-3 for Lesson 3 on Flash Flooding. 6 total learn-
ing objectives.

Student Notes:  
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3.  Lesson 3 Learning Objectives

Instructor Notes:  4-6

Student Notes:  

4.  1. Meteorological Conceptual Models

Instructor Notes:  Maddox FF events is a review and will not be covered in AWOC. The 
point is that each type deals with a low-level boundary of some type, increased moisture/
instability, and relative movements of convective elements whether they are training or 
nearly stationary Junker et al. studies MCSs from the midwest during the great flood 
of’93. He found differences in MCSs that produced extreme rainfall and those that were 
“ordinary”, and those differences will be discussed next.

Student Notes:  

5.  Moisture Convergence Alignment vs. Mean Wind

Instructor Notes:  Obviously case A led to extreme rainfall events in the Junker (1999) 
study, while case B led to must less extreme rainfall A larger scale of forcing and a longer 
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duration of intense rainfall are possible when a long axis of moisture flux convergence 
coincides with the mean wind.

Student Notes:  

6.  Moisture Flux Composite Map During Great Flood of 
1993

Instructor Notes:  From Junker et al. (1999), in a study of Midwest MCS’s during Flood 
of 1993. This is a composite map of 850 mb moisture flux and moisture flux convergence 
and it’s relation to location of maximum rainfall This favors upstream cell development, 
where forcing and instability remain strong, then track downstream with the mean flow. 
The low-level boundary focuses new cell development This is a good setup for backward 
propagating MCSs

Student Notes:  
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7.  Boundary Configuration for Heavy Rainfall

Instructor Notes:  From Glass et al. 1995 This is the proposed conceptual model of 
heavy convective rainfall north of an E-W oriented boundary. In the blue region of heavy 
convective rainfall, cell repeatedly develop and organize into small cores of heavy rainfall 
convection, then move downstream with the 850-300 mb cloud layer shear

Student Notes:  

8.  1. Meteorological Conceptual Models: Ingredients 
Review

Instructor Notes:  

Student Notes:  

9.  1. Meteorological Conceptual Models: Review 
cont’d

Instructor Notes:  
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Student Notes:  

10.  2. Hydrologic Ingredients

Instructor Notes:  These conditions should be known as best as possible before any 
heavy rainfall begins. Hydrologic ingredients are every bit as important to flash flooding 
as meteorological ingredients. We’ll examine each one briefly.

Student Notes:  

11.  Watershed Characteristics

Instructor Notes:  The majority of flash floods occur in very small basins, mainly 
because the scale of the heaviest rainfall is also quite small. 
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Student Notes:  

12.  Stream Channel Characteristics

Instructor Notes:  Steep terrain, soil type (such as rock), and narrow channels are all 
conducive to flash floods, meaning far less rainfall can produce significant flash flooding 
in basins with such characteristics. The above is from Crack Canyon in Southeast Utah: 
probably a worst case scenario for stream channel condition and propensity for flash 
flooding

Student Notes:  

13.  Soil Type and Condition

Instructor Notes:  Soils that are heavily clay have a low infiltration capacity and thus 
more prone to runoff. Rocky soils likewise are prone to high levels of runoff. By the same 
token, soils that are saturated from previous rainfall are prone to high levels of runoff.
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Student Notes:  

14.  Vegetation and Land Use

Instructor Notes:  Vegetation intercepts rainfall, inhibits surface runoff, allowing more 
time for infiltration Las Vegas is one of the worst cities for flash flooding because the soil 
surrounding the city has very poor infiltration with next to no vegetation: thus nearly all 
rainfall is converted to runoff. Add to the fact that all the natural washes within the city are 
now paved over with city streets and the problem is exacerbated. Cities in general are 
very flash flood prone with all the concrete and poorly constructed drainage systems

Student Notes:  

15.  Season

Instructor Notes:  Dormant vegetation leads to less rainfall interception, less evapo-
transpiration (soil moisture high to begin with)
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Student Notes:  

16.  3. Watershed Response

Instructor Notes:  We’ve discussed the meteorological and hydrological ingredients for 
flash flooding. Now let’s look at what happens when heavy rainfall occurs across a water-
shed. What is the response of the watershed to the rainfall and how can we measure this 
response? The above is the Big Thompson Storm and topo map

Student Notes:  

17.  Average Basin Rainfall (ABR)

Instructor Notes:  4 inches of rain in 4 hours is much different than 4 inches in one hour 
for a basin The gray area is with very high rate AND small amount, meaning a very quick 
burst of heavy rainfall. That’s tougher to gage FF threat. Size of watershed and extent of 
heaviest rainfall important How ABR is computed: Reflectivity (Z) of each radar 1 km 
polar bin is converted to a 5 minute rainfall amount, then multiplied by the area of each 
bin to get a rainwater volume per bin Only the rainfall volumes of each bin that have a 
center point falling within the watershed are summed Summed rainfall volumes are 
divided by the total area of all used radar bins in the watershed to determine ABR: a total 
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precip for 5 minutes across the basin ABR rate is calculated by multiplying the calculated 
5 minute ABR by 12 (hourly rate)

Student Notes:  

18.  Runoff

Instructor Notes:  A small portion of ABR may be lost due to evaporation, transpiration, 
and depression storage, but compared to the ABR rate related to flash flood producing 
rainfall, these losses are minimal

Student Notes:  

19.  Flash Flood Guidance

Instructor Notes:  FFG updated twice a day in most other areas Terrain, soil and other 
basin characteristics vary widely within many counties across America, especially the 
Western U.S. No consistency on how to compute FFG from RFC to RFC It is painfully 
obvious that actual FFG for each basin varies widely within each CWA zone Many flash 
floods quicker than 1 hour as well, i.e. some flash floods can occur in 15 minutes of 
heavy rainfall What constitutes a significant flash flood? ? Slot canyons can cause seri-
ous problems with just 30-50 cfs flow during a flash flood: different thresholds to floods 
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and FFG doesn’t address this. Tying thresholds to “bankful” not always a meaningful sta-
tistic FFG works best during an extended period of dry weather, worst with multiple rain-
fall events during previous 24-48 hours

Student Notes:  

20.  Topography and Rainfall Intensity

Instructor Notes:  Topography and rainfall intensity seem to be most important to gauge 
the watershed response to rainfall.

Student Notes:  

21.  Burn Scars

Instructor Notes:  All rainfall converted to runoff in burn areas, and the problem is espe-
cially severe in steeper terrain Buffalo Creek: 2 injuries but substantial structural/road 
damage in the area Fei et al. 2001 also showed though numerical simulation that the 
burn area was actually preferred location for convection due to enhanced insolation Lytle 
Creek killed 15 after 2 days of moderate/heavy rains over a recent burn area led to tre-
mendous flash flooding
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Student Notes:  

22.  Antecedent Precipitation

Instructor Notes:  2 distinct periods of intense rainfall separated by 12 hours, claimed 
25 lives in Kansas City. First rainfall saturated the soil, while the second rainfall went 
entirely into runoff, producing disastrous flash flooding. Much more will be discussed 
about the importance of antecedent precipitation and how FFG may not be representa-
tive in IC Severe 3 in the lesson on Flash Flood Guidance Modification by Bob Davis of 
the PBZ office.

Student Notes:  

23.  Watershed Size

Instructor Notes:  These basins are 38-44 km from KPBZ, and color equates to flash 
flood threat, with red meaning significant. MGE=mesoscale gamma elements, pretty 
much individual heavy rain cores make up this scale of phenomena Evening of July 1, 
1997 The image on the left clearly shows the threat in Dirty Camp run, which did in fact 
verify after greater than 2 inches fell in 2 hours. Aber’s Creek in the left doesn’t appear to 
have much of a threat since just 1.25 inches fell in 2 hours…until you subdivide it further 
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into smaller tributaries it is clear Thompson’s run is at high risk, and indeed significant 
flash flooding occurred in that small basin

Student Notes:  

24.  Rainfall Core Movement

Instructor Notes:  On the left, with little core movement, typically ONLY small basins are 
under a flash flood threat since the footprint of the heaviest rainfall occurs in a very small 
areas. However, on the right, with very fast storm movement, the rainfall footprint is 
spread out, such that a basin of any size could be in danger of flash flooding depending 
on several factors. Fast cell movement is problematic: not obvious where flash flooding 
will occur if at all, and fast movement means strongly sheared environment and thus a 
forecaster may be more concerned with other forms of severe weather With training, fast 
individual cell movement can lead to flash flooding with repeated development over the 
same areas

Student Notes:  
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25.  Flash Flood Warning Specificity

Instructor Notes:  Zion National Park. No rainfall in the Narrows Section, just upstream. 
Issued a flash flood warning for the Narrows that saved 40 lives. SLC WFO used topo 
image and radar to determine where the heaviest rain was falling If storms move slowly 
along the downstream direction of the stream, flash flooding can be enhanced FFMP in 
OB6 will have basin trace capabilities such that you can decipher where downstream 
basins may be affected

Student Notes:  

26.  Urban Areas Prone to Flash Flooding

Instructor Notes:  PBZ has found that setting FFG at 1in/hr for all urban areas has 
worked well and is consistent with past events. Other WFOs should examine their areas 
for past events to see how much rainfall in a hour is required to initiation urban flooding. 
Forced FFG GUI is how you can permanently change flash flood guidance for urban 
drainages.

Student Notes:  
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27.  4. Precipitation Efficiency

Instructor Notes:  Entrainment significant when: RH decreases anywhere, but espe-
cially below cloud base. Also with very strong wind shear entrainment will be enhanced 
as updrafts are more tilted Entrainment of dry air reduces PE because it introduces 
unsaturated air into the convection, which in turn promotes evaporation Very strong 
updrafts eject condensate out of the top before they can grow into precipitation size, 
leading to decreased PE. You’d really like to see “thin CAPE” profiles Key Point: A deep 
warm cloud layer, high RH all levels but especially below LCL, low vertical wind shear, all 
increase precipitation efficiency. Narrow and/or very strong updrafts decrease precipita-
tion efficiency. Highly efficient rain production is achieved through warm rain processes. 
It should be kept in mind that with supercellular convection and convection west of the 
Rockies precipitation efficiency is not important to flash flooding. 

Student Notes:  

28.  Sounding with High PE Potential

Instructor Notes:  To maximize the effectiveness of warm rain processes, a deep “warm 
cloud” layer should be present. You can see these layers on soundings as the vertical 
distance between the LCL and where the moist adiabat from the LCL intersects the 0oC 
isotherm. Depths greater than 3 km are considered to be “deep” warm cloud layers, but 
in tropical environments exceptionally deep layers should be 4 km or greater. Residence 
time in the updraft above freezing is maximized with weak to moderate updrafts within a 
warm cloud depth, allowing for larger drops and thus more collision/coalescence. Also 
evident on this sounding is high RH at all levels, relatively weak vertical wind shear 
(although directional shear excellent)
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Student Notes:  

29.  5. Supercell Flash Flooding

Instructor Notes:  There are advantages and disadvantages to flash flood potential in 
supercells. Loaded gun sounding, isolated nature and very strong updrafts all are detri-
mental to flash flooding threat. However, very moist low level inflow and possibly speed 
of movement are both contributing factors to flash flooding. The single most important 
consideration for supercells is their movement. They are capable of producing tremen-
dous rainfall rates, a key to flash flooding, but if they are not moving slowly, flash flooding 
becomes less likely. HP supercells are important to the flash flood threat, more so than 
classic and certainly more than LP types. HPs tend to be larger and move slower than 
other supercell types. Training supercells can also pose a high flash flooding threat. 
Though supercells are traditionally associated with low precipitation efficiency, this can 
be balanced, especially in HPs, by tremendous moisture inflow into the storm, as is 
shown in the following slides.  Key Point: Flash floods can occur with supercells, espe-
cially if HP in nature and if slow moving and/or training. 

Student Notes:  
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30.  High Precipitation Supercells

Instructor Notes:  Smith et al. (2001) study: There is currently no forecast methodology 
for HP’s, and very little are known about them. We know that they move slower and are 
more efficient precipitation producers HP’s have unusually large precipitation cores, 
which are exceptionally intense Contain some of the highest/richest moisture inflow of 
any known convective element

Student Notes:  

31.  Moisture Inflow Outweighs Lower PE

Instructor Notes:  This is the key to supercell flash flooding: understanding why super-
cells are such a threat despite poor precipitation efficiencies and at times swift move-
ment. This is because of their tremendous moisture inflow, PE is essentially 
meaningless. These are actual calculations from May 5, 1995 HP over DFW from Smith 
et al. (2001), although the above image is from an HP that hammered the STL metro in 
April 2001, with hail and flash flooding LP supercells cannot produce flash flooding

Student Notes:  
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32.  6. Cell “Movement”

Instructor Notes:  Flash flooding can occur when these two effects cancel each other 
out leading to very little net movement of heavy rain cores.   The previous lesson (lesson 
4) dealt with the modified Corfidi (2003) technique. Backbuilding or backward propagat-
ing convection (where advection and propagation cancel each other) are most important 
to flash flooding. Techniques on how to determine which process will be prevalent or if 
they cancel each other out will be discussed in Severe IC 2: Mesoanalysis

Student Notes:  

33.  IC SVR1-Lesson 3: Summary

Instructor Notes:  

Student Notes:  

34.  Lesson 3 References

Instructor Notes:  Link to PDF document with all the references for IC Severe 1, Lesson 
3 on flash flooding: http://www.wdtb.noaa.gov/courses/awoc/ICSvr1/lesson5refs.pdf
17 of 18



Warning Decision Training Branch
Student Notes:  
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1.  Threat Assessment

Instructor Notes:  The title for this Instructional Component (IC) is “Threat Assessment.” 
This is the 2nd instructional component for the AWOC Severe Track. Lesson 1 in this IC 
is on outlook and short-term assessment of hazards.

Student Notes:  

2.  AWOC Severe Track Training Components

Instructor Notes:  This IC (one of 4 in Severe Track) is devoted to environmental threat 
assessment. There are 3 lessons in this IC. The IC will address the process for evaluat-
ing the threat for severe weather hazards (hail, high winds, flash flooding, and torna-
does). Background for this training is from PCUs 3 and 4 in the Severe Convection 
Forecasting and Warning PDS.   See http://www.nwstc.noaa.gov/nwstrn/d.ntp/meteor/
svrpds.html.

Student Notes:  
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3.  IC2 Performance Objective

Instructor Notes:  The performance objective (the desired trainee behavior from train-
ing) for this IC is to demonstrate the ability to monitor the mesoscale environment to 
anticipate and identify storm types, storm evolutions, and hazardous severe weather 
threats to support severe weather warning methodologies. This would include some of 
the following: Demonstrating ability to coordinate with SPC and adjacent WFOs on watch 
decisions (for ex. watch extensions and cancellations) Demonstrate the ability to utilize 
full suite of products to issue short-term forecasts of convection. Demonstrate ability to 
monitor mesoscale conditions (including near-storm environment) and provide input to 
warning decisions based on that data. 

Student Notes:  

4.  IC2 Outline

Instructor Notes:  These are 3 lessons in this IC. Lesson 1 is on outlook and short-term 
assessment, Lesson 2 on lifting mechanisms, and Lesson 3 on threat assessment of 
Quasi-Linear Convective Systems (QLCS).

Student Notes:  
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5.  Lesson 1 Learning Objectives

Instructor Notes:  These are the learning objectives for lesson 1. The test will cover all 
objectives from all three lessons in the IC. 

Student Notes:  

6.  Purpose for Threat Assessment

Instructor Notes:  Threat assessment (TA) is an important part of an effective warning 
methodology. It is important in determining the tone of awareness for the subsequent 
event. This step enables the severe weather warning team to begin to focus on specific 
threat areas and specific storms within the CWA (how to initially sectorize the CWA for 
severe weather operations). By assessing the spatial and temporal evolution of the 
mesoscale convective environment, forecasters can improve their decision making skills 
because they can acquire an increasing knowledge of the perceived level of threat for 
each storm. Threat assessment is a continuous process, not a one-time action. Thus, 
many of the key job task skills presented here are applicable throughout the entire 
severe weather event, especially during warning mode, because forecasters often lose 
their situational awareness of the environment once warnings commence. The assess-
ment of potential hazards influences what radar products you might look at and how you 
will look at them, which is related to interrogation strategies (one of the steps in a warn-
ing methodology). One way to think about this is that there is a range of possibilities for 
all severe weather. After the synoptic and mesoscale assessment, you have narrowed 
down your expectations. When storms develop and you detect them on radar, you then 
compare that data to the mental images that have been processed in your brain. Even 
though the initial expectations provide an important working framework for subsequent 
warning sequences, individual and collective expectations must be re-evaluated during 
the event. This is another vital part of warning methodologies. 
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Student Notes:  

7.  Links to Storm Interrogation

Instructor Notes:  Environmental threat assessment influences subsequent actions in a 
warning methodology. There is an initial assessment of convective storm mode (super-
cells, multicells, or ordinary convection), then an evaluation of specific hazards. These 
threats for each storm help determine interrogation procedures. 

Student Notes:  

8.  Threat Assessment Outlook Phase (0 – 24 hr)

Instructor Notes:  An important aspect of threat assessment is comparing observations 
to known patterns. The role of climatology is important in recognizing relative seasonal 
threats. As you analyze large scale features and make the forecast for potential severe 
weather, it is important to not get caught up in evolution of model details, but try to target 
relative threats from the potential convective storm types. The evaluation of the quality of 
model fields, especially at 24 hrs, is an important factor in conducting threat assessment. 
Strong synoptically-forced events are often much better handled by the models than 
events where the synoptic forcing is weak and/or mesoscale is the critical aspect for the 
environment. Another important task in this phases is knowing how the model handles 
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convection and the results of the convection on other fields. Methodically, the process 
includes analyzing fields of shear, available potential buoyancy, potential storm/system 
movement, and all potential lifting mechanisms. These would help you define the highest 
threat areas within the CWA. Hourly model forecast soundings can help you to predict 
convective storm mode and evolution. Coordinate your forecasts with the SPC outlooks, 
mesoscale discussions and watches. 

Student Notes:  

9.  Pattern Recognition Ex. 1

Instructor Notes:  It is important to compare synoptic patterns to analog events.

Student Notes:  

10.  Pattern Recognition Ex. 1

Instructor Notes:  This is a pattern well known to severe storm forecasters (see http://
www.nwstc.noaa.gov/METEOR/SynPat/synpat_main_frm.htm).
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Student Notes:  

11.  Pattern Recognition Ex. 1

Instructor Notes:  For more details on the May 4, 2003 tornado outbreak, which was a 
well forecast event, see http://www.noaanews.noaa.gov/stories/s1136.htm.

Student Notes:  

12.  Pattern Recognition Ex. 2

Instructor Notes:  Another pattern to recognize, this one for heavy rain/flash floods 
events from Maddox (1980).
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Student Notes:  

13.  Pattern Recognition Ex. 3

Instructor Notes:  This one is for forward-propagating MCSs (Corfidi, 2003). 

Student Notes:  

14.  Pattern Recognition Ex. 3 Anticipating Forward 
Propagation

Instructor Notes:  There are 3 ingredients for forecasting the potential a downstream (or 
forward) propagating MCS motion based on Corfidi (2003): Relatively dry conditions in 
midlevel and/or in the subcloud layer (to increase tendency to produce strong convec-
tive-scale downdrafts) Storm-relative inflow strongest on the periphery of the cold pool 
(portions of gust front oriented parallel to the mean wind vector) Surface-based instability 
is present downshear. 
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Student Notes:  

15.  Evaluating Model Signals and Parameter Output

Instructor Notes:  Establishing confidence in the model solutions involves several com-
ponents that include, but are not limited to, these factors: Knowledge of the model char-
acteristics (fundamentals, strengths and weaknesses) Knowledge of the role of 
precipitation, cloud and convective parameterization schemes Knowledge of post-pro-
cessing of model data Knowledge of model physics Knowledge of model data assimila-
tion and initialization problems   For example, model convective precip. can affect the 
model precip forecast and models soil moisture availability, which will affect evaporation 
and subsequent boundary-layer dewpoints and CAPE. Incorrect timing, placement, and 
amount of model precip can cause errors in the model forecast variables, even if they are 
treated in a consistent, physically realistic manner. Model soundings are affected where 
model convection occurs, and these effects are advected downstream. For more infor-
mation on model precipitation and cloud parameterization issues, visit the COMET NWP 
web site at http://meted.ucar.edu/nwp/pcu1/ic3/index.htm.

Student Notes:  
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16.  Evaluating Model Output Outlook Phase

Instructor Notes:  With the split screen mode and synchronized profile with overview 
option on BUFKIT, one can more easily analyze model signals and process single fore-
cast profile output (See http://wdtb.noaa.gov/resources/projects/BUFKIT/index.html) for 
the latest version of BUKIT. 

Student Notes:  

17.  May 12, 2004

Instructor Notes:  Note this is a 36 hr forecast! 

Student Notes:  

18.  May 12, 2004

Instructor Notes:  The 12z Eta was suggesting a high potential for tornadic supercells in 
Southern KS by 00z 
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Student Notes:  

19.  May 12 Results

Instructor Notes:  Reports were concentrated in south central KS where the models 
were showing the highest threat would be.

Student Notes:  

20.  Threat Assessment Short-Term Forecast Phase (0 
to 6 hrs)3 Key Job Tasks

Instructor Notes:  Proper threat assessment on the mesoscale adds accuracy to the ini-
tial convective outlook process. The analysis of mesoscale data helps to determine when 
and where convection will develop, and, on some occasions, may yield clues to the prob-
ability of a specific hazard occurring. Since thunderstorms are a function of the environ-
ment within which it forms, if we can understand that environment, we have an 
advantage when it comes to accurately warning before events occur (i.e. increasing lead 
times). Thus, with environmental recognition of parameters we achieve heightened 
awareness of threats (for significant tornado events for example). The goals of these 
efforts are improved warning service. This phase is difficult because of the level of effort 
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that must be made to ensure the assessment is thorough. It is also difficult because of 
the level of uncertainties in the data sets used in the analyses. How can forecasters pro-
vide useful information in a short-term threat assessment which supports the ongoing 
warning methodology? There are several ways. We will discuss briefly all 4 key tasks 
shown here. It is important to note that time and data quality are big factors in this pro-
cess. How good are the objective analyses (OA) of thermodynamic and kinematic fields 
that are displayed on AWIPS? Are there observations to support the analysis? Important 
questions to ask as this component is performed in the warning methodology. Try to 
improve your local OA by getting more observations into the analysis. As time 
approaches the expected severe event, you will typically be analyzing mesoscale fea-
tures using observed data and high-resolution models. Remember, this information will 
help you determine how you will interrogate these storms and can have a very strong 
influence effect on how you weigh radar and other information in the eventual warning 
decision. 

Student Notes:  

21.  Short-Term Assessment (0-6 hr) “Nowcasting”

Instructor Notes:  Many of these cases have been developed into good training cases 
and are available from the Convective PDS web site at http://www.nwstc.noaa.gov/
nwstrn/d.ntp/meteor/svrpds.html. 
11 of 22



Warning Decision Training Branch
Student Notes:  

22.  May 4, 2003 12z Eta

Instructor Notes:  This is an example of short-term threat assessment. Based on the 
model forecasts, both the low-level CAPE (0-3 km CAPE = 76) and Shear (0-1 km SRH = 
151 m2/s2) were very favorable for significant tornadic development. LCL height = 3137 
ft (957 m) AGK, LFC = 4916 ft (1500 m) AGL. The model signals were indicating increas-
ing probability for tornadic supercells. But, could observations tell us even more?

Student Notes:  

23.  May 4, 2003 20z - Observed

Instructor Notes:  Much more impressive parameters from observed sounding (no 
storm influences either!). This mesoscale sounding indicated that conditions were 
already extremely high in terms of tornado potential, and that most storms that devel-
oped were going to be tornadic once they developed – and they did.
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Student Notes:  

24.  May 4, 2003 Results

Instructor Notes:  

Student Notes:  

25.  Short-Term Assessment (0-6 hr) “Nowcasting”

Instructor Notes:  It is important to QC environment data because using “bad” data can 
be an impediment to effective warning methodologies. Misinterpreted or inappropriate 
data can mislead the warning team. Most staffing strategies recommend a dedicated 
threat assessment forecaster, due to this reason.   
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Student Notes:  

26.  QC-ing Model Forecast April 8, 1998

Instructor Notes:  Look at this area in northeast AL. How does the CAPE analysis com-
pare to the observations? 

Student Notes:  

27.  April 8, 1998

Instructor Notes:  Look at this area in northwest AL. How has CAPE LAPS analysis 
been affected by the 00z ob at MSL? 
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Student Notes:  

28.  QC-ing Model Forecast

Instructor Notes:  Check out this WES case at http://www.wdtb.noaa.gov/resources/
docs/simulationguide/

Student Notes:  

29.  Evaluating Representativeness of Model Data – 4/
20/04

Instructor Notes:  No risk of severe in northern IL/IN. Let’s see what happened.
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Student Notes:  

30.  Evaluating Representativeness of Model Data – 4/
20/04

Instructor Notes:  Satellite trends – large scale pattern indicating broad scale lift across 
central plains into the Ohio Valley (from distinct shortwave troughs).

Student Notes:  

31.  Evaluating Representativeness of Model Data – 4/
20/04

Instructor Notes:  Strong H85 moisture advecting northward into Mid Ms Valley 
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Student Notes:  

32.  4/20/04 WV Loop

Instructor Notes:  There are flash loops showing the satellite imagery.

Student Notes:  

33.  4/20/04 Vis Loop

Instructor Notes:  There are flash loops showing the satellite imagery.
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Student Notes:  

34.  4/20/04 data

Instructor Notes:  

Student Notes:  

35.  4/20/04 data

Instructor Notes:  RUC dewpoint temps from 13z to 03z had forecast 60 deg F dew-
points increasing northward into central IL, but that was 5-6 deg less than what was indi-
cated on Metars from 20-23z. Note the animation of RUC model surface dewpoints 
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Student Notes:  

36.  RUC Data

Instructor Notes:  There are flash loops showing the satellite imagery.

Student Notes:  

37.  4/20/04 data

Instructor Notes:  Low-level moisture was (Td > 60deg F) were starting to pool in this 
region.
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Student Notes:  

38.  4/20/04

Instructor Notes:  

Student Notes:  

39.  4/20/04

Instructor Notes:  Play loop for evolution. Threat assessment helped forecasters see 
that the models were way underplaying the low level buoyancy and shear in northern IL/
IN. The RUC was too cold and dry. By the way, interesting supercell initiation along 
what? (i.e. No boundary)
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Student Notes:  

40.  Short-Term Threat Assessment Key Tasks

Instructor Notes:  These are some more tasks in general threat assessment, this time 
in the short-term and in some instances, nowcast phase. We will discuss most of these in 
the next lesson. 

Student Notes:  

41.  Lesson 1 Summary

Instructor Notes:  
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Student Notes:  
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1.  Threat Assessment

Instructor Notes:  The title for this instructional component is “Threat Assessment.” This 
is the 2nd instructional component for the AWOC Severe Track. This is lesson 2 on lifting 
mechanisms.

Student Notes:  

2.  Lesson 2 Learning Objectives

Instructor Notes:  The detection and analysis of lifting mechanisms are crucial compo-
nents in short-term threat assessment. We will describe types of lifting mechanisms, how 
to evaluate lift, and look at the details of the lift as it relates to boundary orientation. 

Student Notes:  

3.  Lifting Mechanisms

Instructor Notes:  All lifting mechanisms are not created equal. Boundaries with the 
greatest persistent convergence would have the highest potential for initiating convection 
given all other parameters being equal. But it is difficult to define persistence based on 
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our limitations of the observing network. Often what may seem to be convergence could 
be a bad wind observation, or minor fluctuations in the reported winds. Persistence adds 
credibility that something is real there. So here are some cautions to evaluating the 
strength of boundaries WRT convergence: Most boundaries converge air on scales too 
small for even mesonetworks to resolve (Crook 1996). Strength of convergence doesn't 
always mean deep convergence. A boundary may have strong convergence down low 
and be capped well below the LFC. This is a problem especially when the LFC is high 
and/or if there's a significant capping layer below it. Drylines are notorious for exhibiting 
strong surface convergence and yet shallow circulations. One thing to remember is that 
when looking at the vertical continuity equation, the vertical velocity at some level 
depends on the integrated values of convergence/divergence below. Vertical velocity is 
highest at the level of non-divergence where convergence resides below and divergence 
above. In most cases, the deeper the convergence, the higher the level of maximum ver-
tical velocity will occur.

Student Notes:  

4.  Types of Lift

Instructor Notes:  There are many types of lifting mechanisms, low-level boundaries 
being the most common. Depending on the scale, observable boundary attributes are 
location, density gradients, low-level convergence and ascending air. Density gradients 
produce direct mesoscale ascent, so that’s why we analyze direct observables such as 
T, Td, q, P, and θ (actually θv is the best for density).   Convergence can be estimated by 
calculating differential velocity across the width of the boundary (See http://
www.nssl.noaa.gov/istpds/icu92/icu922web/ic922.html for more details). Ascending air, 
W, can be estimated by integrating values of convergence with height. Notes from other 
training on boundaries: Estimating one-dimensional convergence assumes a uniform air-
flow on either side. In other words, a front with no undulations or intersections with other 
boundaries. Convergence will be higher at intersections, mergers, collisions with other 
sources of ascent. Convergence is scale dependent. Data from METARs and mesonets 
will underestimate convergence in boundaries by 2 to 3 orders of magnitude. Model anal-
ysis will underestimate convergence similarly. All operational model resolutions are too 
poor to capture the true width of a boundary. Also, stormscale boundaries are typically 
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unobserved by models. Typical boundaries are 3-10 km wide. Actual convergence will be 
occurring on these scales. Convergence will be higher at boundary intersections with 
other boundaries, circulations, rolls. Two dimensional convergence with boundary inter-
sections becomes important since winds vary both along and normal to the boundary 
axis. Surface convergence may not always mean deep convergence/ascent. A capped 
atmosphere may limit the depth of even strong surface convergence. Therefore, the 
deeper the convergence zone relative to the LFC, the more likely initiation will occur. 
Refer to the Boundary Analysis Session (http://www.cira.colostate.edu/ramm/visit/
boundaries1/title.asp) regarding some strategies to estimate boundary depth.

Student Notes:  

5.  Observable Boundary Attributes

Instructor Notes:  When analyzing boundaries as a potential lifting mechanism, try to 
evaluate the following: Location and movement Density gradients (which creates a ther-
mally direct circulation and ascent on the least dense side of a boundary) Low-level con-
vergence (typically strongest near the surface) Ascending air, W (even if you have 
convergence at the surface, it doesn't necessarily imply ascent). It has to be integrated 
values of convergence with height (decreasing convergence with height for example). 
Visual manifestation of moist W is cumulus clouds.
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Student Notes:  

6.  Lifting Along the Dryline

Instructor Notes:  Moist boundary layer air parcels must be lifted to their LCL and LFC 
prior to leaving the mesoscale updraft to form deep convection. Cloud formation is pre-
dicted when the vertical mesoscale moisture flux predominates below the LCL, and deep 
convection is predicted if strong mesoscale lifting is deeper than the LFC. A modification 
of proximity soundings to account for mesoscale lift, the across-dryline differences of 
environmental thermal stratification, and westerly wind shear effects can improve the 
diagnosis of the mesoscale dryline environment and the prediction of convective initia-
tion at the dryline (Ziegler and Rasmussen, 1998).

Student Notes:  

7.  Types of Lift

Instructor Notes:  In addition to boundaries, there are other lifting mechanisms like 
these shown here, which produce synoptic scale ascent. Most of these types of lifting 
can support the development of convection. 
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Student Notes:  

8.  Types of Lift

Instructor Notes:  The diagnosis of frontogenesis will result in a diagnosis of the forcing 
for vertical motion on the frontal scale. Ascent occurs on the warm side of a maximum of 
frontogenesis and on the cold side of a region of frontolysis (Schultz, 2001)

Student Notes:  

9.  Elevated Convection and Frontogenesis

Instructor Notes:  If sufficient instability is available aloft, then severe elevated convec-
tion can result. 
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Student Notes:  

10.  Combo of Lifting Example4/23/04

Instructor Notes:  There were multiple contributions to upward motion indicated by the 
Eta across KS; all the convection which occurred, including the severe thunderstorm 
complex which developed and moved across KS during the morning hours was not sur-
face based.   

Student Notes:  

11.  Sounding Showing Elevated parcel lifting 
necessary

Instructor Notes:  Note the level of parcel maximum parcel lift is at around 850 mb.   
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Student Notes:  

12.  Radar Loop of 4/23/04

Instructor Notes:  After this slide, you will see a flash movie showing the radar reflectiv-
ity evolution at 0.5 deg from the morning of April 23, 2004. 

Student Notes:  

13.  Slide 13

Instructor Notes:  
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Student Notes:  

14.  Types of Lift

Instructor Notes:  We’ll take a look at lifting from differential heating. 

Student Notes:  

15.  Differential Heating

Instructor Notes:  Pressure rises near the top of the boundary layer over the warmer air 
mass. This leads to divergence aloft and surface pressure falls within the warm sector. 
The adjacent cooler air subsequently flows toward the area of lowered pressure, and a 
direct circulation (warm air rising, cold air sinking) results. The increase gradient pro-
duces a solenoidal circulation, which, depending on amount of CAPE/CIN and external 
lifting mechanisms, can initiate severe convection. Example at right is from 14 June 2001 
(Wolf, AMS SLS conf.) 
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Student Notes:  

16.  Upslope Lifting

Instructor Notes:  This is obviously an important consideration where there are signifi-
cant changes in topography and wind flow. 

Student Notes:  

17.  Duration of Lift

Instructor Notes:  In the DMX derecho event of 29 June 98, there were 3.6 mb/hr pres-
sure falls in central IA for 3-4 hours prior to line intensifying and mesolow development. 
One of the results was increased low level winds into the leading edge of the line, which 
increased vertical shear and updraft strength for storms which developed along the lead-
ing edge (some spawned tornadoes and 100 mph+ winds). 
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Student Notes:  

18.  DMX 6/29/98

Instructor Notes:  This event was analyzed in the DMX 29 June 1998 WES case. 

Student Notes:  

19.  Details of Lift

Instructor Notes:  This is for synoptic scale layer lifting, which over a period time (0-12 
hours) can act to significantly destabilize the atmospheric profile. This development of 
instability due to vertical motion on the large scale can contribute to convective develop-
ment, but the instability alone provides inadequate mesoscale lifting for severe thunder-
storms. 
10 of 26



AWOC Severe Track FY12
Student Notes:  

20.  Details of Lift

Instructor Notes:  Use a surface based parcel along boundaries, a mixed layer parcel in 
warm sector, and a most unstable parcel north of a parcel (when instability is not rooted 
in boundary layer). Graphics courtesy of Pete Wolf (ICT).

Student Notes:  

21.  Details of Lift

Instructor Notes:  This sounding would be back in the colder air. 
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Student Notes:  

22.  Elevated Convection (sample sounding at Point C)

Instructor Notes:  Look at lifting forces in the 2-4 km layer (6.5 – 13.1 kft) (800-625 mb), 
not surface to 850mb. That’s why Warm Air advection centered around 850 mb is often a 
good correlation to lifting forces for elevated severe convection. Important to assess con-
vergence (theta-E convergence in 850-700 mb) and boundary relative flow. Also, fronto-
genesis in a 50-100 mb layer below the bottom level of positive buoyancy. 

Student Notes:  

23.  Slide 23

Instructor Notes:  If you lift the parcel from 878 mb, you get the most CAPE. This 
sounding was a proximity sounding for the big hailstorm that hit Dallas-Ft. Worth area.   
For elevated convection, use the most unstable parcel (MUCAPE in SPC plots). Be 
aware of the limitations; it can overestimate the degree of instability and erode the cap 
too early before convection develops. Sometimes, it is better to use a lower mean layer 
for surface based convection.     There is an animation showing the effects of adjusting 
lifting parcel level with this sounding. 
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Student Notes:  

24.  Orientation of Lift

Instructor Notes:  In addition to evaluating the individual details of parcels for lifting, we 
should look at the characteristics of lift associated with boundaries in terms of how strong 
and deep the lifting will be. Based on observations by Wilson and Megenhardt (1997), 
boundaries in FL were most active if cell motion -boundary motion was  5 m/s. Before 
storms, the 2 - 4 km mean wind = cell motion. Several observational studies including 
this one sampled the mean flow in a 2-4 km layer and found the boundaries were most 
convectively active when the boundary-normal flow was less than 5 m/s. The 2-4 km 
layer was chosen since it correlated best with new storm motion. Boundary-relative flows 
greater than 5 m/s exhibited less storm activity and those storms that did form on the 
boundary would quickly be left behind in less stable air and dissipate. Note: This study 
was done during a field project around Cape Kennedy during the summer. Therefore the 
storms were mostly driven by surface-based phenomenon and there were small 
amounts of shear. Whether these findings can apply to stronger synoptically forced situa-
tions still remains a question worthy of testing at any of your locations. Also note that not 
all storms will dissipate if the boundary-relative 2-4 km flow is high. Convection can per-
sist or even thrive well after they leave the original boundary if there is still sufficient 
uncapped instability. 
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Student Notes:  

25.  Boundary-Relative Flow Considerations

Instructor Notes:  Results of simulations (Bluestein and Weisman, 2000) suggest that 
when the deep-layer shear is normal to the line of forcing, isolated, cyclonically (anticy-
clonically) rotating, right-moving (left-moving) supercells develop at the end of the line to 
the right (left) of the deep-layer shear. A squall line having embedded, but distinct, 
intense cells develops in between. The squall line develops after neighboring right- and 
left-moving cells collide. The cells in the squall line have some supercellular characteris-
tics, but the updrafts at midlevels are not very well correlated with vertical vorticity.

Student Notes:  

26.  Boundary-Relative Flow Parameters

Instructor Notes:  Graphic courtesy of Jim LaDue. These are theories that apply to den-
sity current boundaries: A boundary-relative headwind (tailwind) increases (decreases) 
the depth of the ascending air column. Based on numerical modeling of an outflow 
boundary, the boundary height increases when a boundary moves into a headwind.   
Boundaries with a headwind move more slowly than those with a tailwind. (From Liu and 
Moncrieff, 1996 MWR, 124, pp 2282.) From these theoretical and numerical experi-
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ments, the ascending air column will be deeper for boundaries experiencing a significant 
headwind than for those following into a tailwind. It stands to reason that low-level con-
vergence with headwind (tailwind) boundaries is higher (lower). 

Student Notes:  

27.  Boundary-Relative Flow

Instructor Notes:  Wilson and Megenhardt (1997) found the most coverage with bound-
ary-relative storm motion (Ub) less than   ± 5 m/s. These storms occurred in weakly 
sheared environments. 

Student Notes:  

28.  Effects of Boundary-Relative Kinematics on Storm 
Morphology

Instructor Notes:  Based on boundary-relative considerations, the northward moving 
storm has the lowest boundary-relative flow which allows parcels to ride along the 
boundary and reach its LFC the fastest, thus maximizing lifting potential. 
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Student Notes:  

29.  How Shear Effects Storm Morphology

Instructor Notes:  This is based on numerical simulation of storms (Bluestein and Weis-
man, 2000) where they looked at various orientations of the vertical shear vector with 
respect to the lines of forcing. The left-most example is of a shear vector oriented at a 90 
deg. angle to the boundary. In this case, the right-mover will collide with the left-mover. In 
the middle situation, the shear vector is at a 45 deg. angle to the boundary. With the 
exception of the northernmost storm, the left-moving members will move across the out-
flow bndry generated by the right-moving neighbor to the north, and weaken, while the 
right movers will move away from the boundary and may not collide with their neighbors. 
The last case (far right) is where the shear vector is oriented parallel to the boundary. In 
this scenario, the left movers will move behind the boundary, while the right movers will 
slowly move ahead of the boundary. However, since there is also a component of storm 
motion parallel to bndry, the right movers might be able to catch up to the outflow bndrys 
generated by the adjacent right movers along the line, and weaken.    Thus, boundary-
orthogonal shear (component of the shear vector normal to the boundary orientation) 
affects the motion of storms and thus, how long updrafts will stay on the boundary. The 
shear vector is drawn perpendicular to the gust front (thin lines), with right (yellow vec-
tors) and left (red vectors) supercell storm motions based on Bunker’s et al. (1999) 
method. 
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Student Notes:  

30.  Orientation of Line of Forcing

Instructor Notes:  From Bluestein and Weisman (2000), simulated fields for a line simu-
lation, at 1, 1.5, and 2 h, of liquid-water mixing ratio (thick contours at 1, 4, and 8 g kg−1) 
and vertical velocity (shaded region in excess of 8 m s−1) at 4 km for the modified sound-
ing and curved hodograph. Tick marks are spaced 10 km apart. Gust front at 0.25 km 
depicted by dashed line (perturbation temperature at 0.25 km, with respect to ambient 
environment, of −1°C). This simulation was for when alpha (angle between shear vector 
above 1.7 km AGL and line of forcing) was = 90 deg. In reality, this would be for a west-
erly shear and a north-south boundary. 

Student Notes:  

31.  Storm-Relative Winds Effect Mode of Convection

Instructor Notes:  When storm-relative winds are examined (as in this figure from 
Evans and Doswell, 2002) it is apparent that the derechoes yield the strongest inflow in 
the lowest 1 km. In addition, weakly forced events develop and persist in environments 
with deep storm relative inflow (front-to-rear flow) from the surface through 8-9 km. In 
contrast, the supercell data set reveals pronounced rear-to-front flow above 2-3 km, 
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especially the significantly tornadic events. This is really evident above 4 km, where only 
the supercells indicate rear-to-front storm-relative flow increasing through 10 km. These 
results were consistent with other studies that found the distribution of hydrometeors and 
precipitation largely due to the mid- and upper-level wind fields relative to the storms. 

Student Notes:  

32.  Boundary-Relative Flow 7/2/97– Michigan 
Tornadoes

Instructor Notes:  

Student Notes:  

33.  7/2/97 Michigan Tornadoes

Instructor Notes:  The blue dot is the storm motion vector. Boundary relative flow is the 
blue vector (~ 280 deg, 5 m/s).
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Student Notes:  

34.  7/2/97 Storm Summary

Instructor Notes:  Severe weather reports from 1200 to 2300 UCT 02 July 1997. Small 
blue square-like symbols are hail >= 0.75 inches in diameter, red triangles are tornadoes, 
large brown squares are wind damage, white crosses are reported wind gusts >= 50 
knots. See http://www.wdtb.noaa.gov/resources/cases/jul02case/torcase.htm for more 
information on this event. 

Student Notes:  

35.  May 5, 1995 – TX PH Tornado Null Case

Instructor Notes:  
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Student Notes:  

36.  May 05, 1995 – TX PH tornado null case

Instructor Notes:  Same color convention as previous example. 

Student Notes:  

37.  Visualizing Boundary-Relative Flow/Shear

Instructor Notes:  The best way to view orientations of line of forcing and shear is 
through a hodograph like what is available on BUFKIT.
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Student Notes:  

38.  Visualizing in BUFKIT

Instructor Notes:  This hodograph is from a Eta forecast profile at Enid, OK.

Student Notes:  

39.  Visualizing in BUFKIT

Instructor Notes:  This shows storms falling behind the boundary due to BRF consider-
ations. On BUFKIT, the green vector is the Boundary-relative flow vector.    
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Student Notes:  

40.  Visualizing in BUFKIT

Instructor Notes:  This forecast shows storms staying out ahead of the boundary in the 
warmer air.

Student Notes:  

41.  Sept 07, 2001 case

Instructor Notes:  
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Student Notes:  

42.  Sept 07, 2001 case

Instructor Notes:  

Student Notes:  

43.  Sept 07, 2001 case

Instructor Notes:  
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Student Notes:  

44.  Sept 07, 2001 case

Instructor Notes:  Boundary orientation relative to mean wind and shear appeared to 
influence convective mode, another consideration to lifting characteristics and your 
threat assessment.

Student Notes:  

45.  Depth of Ascent Zone

Instructor Notes:  This theory is based on Rotunno, Klemp, and Weisman (RKW) 
numerical simulation studies from the 80s and early 90s. It is based on horizontal vortic-
ity arguments. The key to maximizing residence time of a parcel in the ascent zone is to 
ensure it reaches the LFC. (See http://meted.ucar.edu/mesoprim/shear/frameset.htm). 
These theories apply to density current boundaries. Density current boundaries include 
strong fronts, seabreeze boundaries and outflow boundaries. Deepest ascent occurs 
when boundary orthogonal environmental shear balances cold pool vorticity (Rotunno et 
al. 1988), or when the boundary speed (C) cancels out positive shear magnitude (UL). C/ 
UL ~ 1. When the boundary-normal (or orthogonal) component of the shear is oriented 
forward away from the cold side of the boundary (positive shear) and it has the same 
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magnitude as the forward speed of the boundary, the conditions are optimal for the stron-
gest, most vertically oriented ascent zone. That is C/ Delta UL ~ 1. This is graphically 
shown in the right side schematic.   What often occurs is shown in the left side figure 
where the shear vector is directed front to rear of the boundary (negative shear). In that 
case, no balance occurs in C/ UL and the ascent zone becomes much shallower. When 
a boundary does not have any density current characteristics, the shear considerations 
do not apply in the sense in which they were presented. In some sense shear is still 
important since boundary-normal shear can be too strong potentially ripping apart an 
ascending zone of air before it can reach the LFC. There is another way to look at the 
potential depth of an ascent zone. Given an ascending air column reaching toward the 
LFC, what kind of flow aloft will favor the ascending air column to remain over the bound-
ary for the longest time? And what kind of flow aloft should be considered useful? These 
are important questions. Some of this was covered in lesson 2 of this IC.

Student Notes:  

46.  Determining Depth of Ascent Zone: 3 main factors

Instructor Notes:  This is a summary of topics covered related to determining the ascent 
zone.

Student Notes:  
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47.  Summary Lesson 2

Instructor Notes:  

Student Notes:  
26 of 26



AWOC Severe Track FY12
1.  Threat Assessment of Quasi-Linear Convective 
Systems

Instructor Notes:  Welcome to a brand new lesson in the AWOC Severe Track. This les-
son is on environmental threat assessment of Quasi-Linear Convective Systems (or 
QLCS). It is Lesson 3 of Instructional Component 2 in the AWOC Severe Track. My 
name is Brad Grant, Team Leader of the Warning Decision Training Branch. I will be nar-
rating this lesson along with the other meteorologists listed on this slide, who have been 
the primary content collaborators for this lesson.

Student Notes:  

2.  Rationale

Instructor Notes:  So, why do we need to learn about QLCS Events? The answer is that 
many long-lived multicell convective systems have a propensity to take lives and dam-
age property with high winds, hail, and tornadoes. Damage often occurs over a broad 
swath encompassing multiple county warning areas. Danger to public in these situation 
is obvious and often more extreme, impact-wise, than a single tornado storm. Chal-
lenges for a warning forecaster on the threat assessment level include: Recognition of 
the intensity of these type of events Determination of duration and movement, and Deter-
mination of all the threats associated with these type of events. In this lesson, which is a 
companion to the storm interrogation module in IC Severe 3 on recognition and detection 
of QLCS storm-scale features, we are going to treat many of these challenges associ-
ated with forecasting QLCS events.
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Student Notes:  

3.  What is the Link to Warnings?

Instructor Notes:  When individual forecasters analyze the root cause for missed tor-
nado events, like this chart from AWOC Core (2004-05), one of the reasons frequently 
cited for missing events is the lack of a perceived threat. This can be a result of a number 
of things, including aspects of environmental analysis , or a failure of a conceptual 
model. In the case of QLCS events, the ability to use a correct conceptual model to rec-
ognize threats typically associated with the events is a big part of successful threat 
assessment.

Student Notes:  

4.  Learning Objectives

Instructor Notes:  For this lesson on threat assessment of QLCS events, we have iden-
tified 6 learning objectives, as listed in the speaker notes: Identify some of the key fea-
tures found in conceptual models of QLCS events. Identify the types of QLCS events that 
produce the most intense impacts. Identify parameters for evaluating the severity of 
QLCS events. Identify discrimination capabilities of parameters used in forecasting 
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QLCS events. Identify patterns/parameters that affect longevity of a QLCS. Determine 
motion of a QLCS (both forward propagating and backward).

Student Notes:  

5.  What are the Recognizable Physical Features?

Instructor Notes:  An understanding of the primary features and associated physical 
processes of some of the well-accepted conceptual models of long-lived multicell con-
vective systems is essential to evaluating QLCS environmental threats. Most of the phys-
ical features listed here have been identified in various conceptual models. Well-known 
radar features like the Bow Echo and Rear Inflow Jet have been described in previous 
training lessons such as DLOC Topic 7 Lessons 12 and 13. If you haven’t taken these 
modules in a while, it would be worth your time as these features are discussed in more 
detail.

Student Notes:  

6.  Conceptual Model #1

Instructor Notes:  Conceptual models of quasi-linear convective systems span several 
years. One of the earliest models was Fujita (1978), who defined the evolutionary stages 
3 of 18



Warning Decision Training Branch
of convective development from conventional radar signatures as in the image shown on 
this slide. There was an initial large, strong echo which developed into a bow echo with 
cyclonic and anticyclonic rotation , and then into a comma shaped echo. The bulging por-
tion of the line of echoes was termed a “bow echo” , which he said was produced by 
thunderstorm downburst winds. Fujita also noted cyclonic and anticyclonic circulations at 
the ends of the bowing segments. Later bow echo researchers such as Weisman (1993) 
referred to these counter rotating circulations as “bookend vortices.” This early concep-
tual model fit well with other models on squall line type bow echoes and presented that 
the bow echo bulge was associated with a strong rear-inflow jet. There was also impor-
tant work conducted on discriminating the location of tornadoes with bow echoes (black 
dots in this figure).

Student Notes:  

7.  Conceptual Model #2

Instructor Notes:  Smull and Houze, as well as other researchers, examined a number 
of squall lines using radar data and concluded that the bulge and associated concavity 
seen in Fujita’s bow echo was directly related to the rear-inflow jet. How did the RIJ form 
the bow echo? By doing two things: 1) advecting part of the squall line forward and 2) 
entraining dry air into the rear flank which then erodes the back side of the echo through 
evaporation of hydrometeors. They developed a complex conceptual model of a mature 
squall line within a Mesoscale Convective System (or MCS) that included a large anvil 
and a cold pool that modulated the pressure field from the surface to upper levels. The 
development of the RIJ was attributed to midlevel, mesoscale areas of low pressure 
(labeled L3 & L4). The RIJ transported strong buoyant ambient air to the anvil. The 
mesolow “L3”, formed immediately behind the leading line convection, was a hydrostati-
cally-induced negative pressure perturbation that develops under up- shear tilted warm 
convective updrafts and above the attendant cooled downdrafts. Midlevel mesolow “L4” 
forms in the stratiform region in between the warm buoyant air which gets pulled rear-
ward past the cool, dry descending air flow. Note that there are can be significant differ-
ences in the evolution of multicell systems based on the strength of the cold pool, 
ambient shear, and attendant RIJ. But one thing appeared to be clear, the RIJ could push 
descending air all the way to the front of the leading line in the most extreme, long lasting 
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situations. As more details emerged from examining the thermodynamic structure within 
a mature mesoscale convective system containing a squall line, the focus in research 
switched to numerical simulations and the role of the cold pool and ambient shear. 

Student Notes:  

8.  Conceptual Model #3

Instructor Notes:  Modeling studies by Weisman suggested that shear in the lowest 2.5 
km and the strength of the cold pool controlled the orientation of the rear-inflow jet . A 
typical transition shows ideally what takes from an initial surface based convective ele-
ment to a multicell. Discrete multicellular convection initiates from forcing, and slowly 
generates a cold pool that builds in strength over time. Multicell forcing may be domi-
nated by either external forcing or updraft induced dynamic pressure gradients. Eventu-
ally the cold pool may take control of the multicell including both the initial forcing and its 
embedded updraft forcing. How long it takes for the cold pool to dominate matters 
depends on how strong the cold pool becomes compared to the vertical wind shear and 
the strength and orientation of the initial forcing. 

Student Notes:  
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9.  Conceptual Model #4

Instructor Notes:  One of the most recent conceptual models of MCS and how they 
develop are from Parker and Johnson (2000). Although MCSs develop a number of 
ways, typical mature systems contain convective and stratiform precipitation regions. 
The eventual MCS type is determined to a large extent by the environmental conditions 
in which it develops and the strength of the system cold pool. Parker and Johnson stud-
ied numerous MCSs and determined the distribution of hydrometeors and stratiform pre-
cipitation shapes were largely a result of mean storm-relative winds. The speed and 
direction of the environmental mid- and upper-level winds relative to system motion 
affect the resulting evolution of the MCS. According to their studies, Parker and Johnson 
(2000) found MCS squall lines evolve into three major archetypes (shown in their modi-
fied figure from top to bottom): 1) Leading Stratiform, 2) Parallel Stratiform, and 3) Trail-
ing Stratiform. The main distinction arose from storm-relative flow fields. For more details 
on these three multicell archetypes, please refer back to Lesson 12 of DLOC Topic 7. 
More recent conceptual models of QLCS events, especially on the storm scale, will be 
presented in parts of AWOC IC Severe 3: Storm Interrogations. 

Student Notes:  

10.  Linear MCS Archetypes Examples

Instructor Notes:  This figure shows an example of all three archetypes occurring simul-
taneously ahead of an ejecting strong upper-level shortwave trough. Each MCS formed 
from a different boundary. The TS formed on a stationary front north of the surface low, 
the PS formed on a dryline, and the LS formed on what may have been a residual out-
flow boundary with the cooler air to the east (French and Parker, 2006).
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Student Notes:  

11.  Threats from Various Types

Instructor Notes:  While we can to some degree distinguish (after the fact) environ-
ments and radar morphologies of resulting QLCS events, an important point is that ALL 
types can produce severe weather . This graph from a study by Gallus et al. shows the 
percentage of storms with at least one severe report (not including flooding), organized 
by morphology. The morphology TS, LS, and PS are similar to Parker and Johnson’s 
notation. BE is for Bow Echoes. The numbers of events of each type are shown beneath 
the morphology codes.

Student Notes:  

12.  Can We Discriminate Intensity of QLCS Events?

Instructor Notes:  To identify the types of QLCSs that produce the most intense 
impacts, you must evaluate forcing, shear (at low, mid- and upper-levels), CAPE, espe-
cially in the region supporting updraft parcels, and especially, the potential for downwind 
cell propagation.
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Student Notes:  

13.  Role of Forcing and Orientation

Instructor Notes:  Large multicells are more apt to exhibit a linear nature to them reflect-
ing the elongated lifting that commonly occurs along external forcing mechanisms (e.g., 
fronts), and internally generated cold pool boundaries. Fronts offer a linear nature to forc-
ing, however multicells may not merge into a long line if the forcing is weak. If the deep 
layer shear is largely boundary-parallel (such as the left-most evolutions) individual cold 
pools may more easily merge, reinforce the front, and enhance upscale growth into a 
long line. In terms of forcing, the next image is a similar depiction showing the initiation of 
storms in two different flow regimes relative to a boundary. The dark arrows represent 
the mean cloud-layer wind and shear vector orientations, the shading represents precipi-
tation regions, the dotted lines are convective outflow and the hatched areas indicate 
where new development is likely as convective outflows merge (from Dial and Racy, 
2009). Once again, the most intense QLCSs likely develop from the orientation shown on 
the left. Note that both of these results are most relevant in situations along well defined, 
linear boundaries and most appropriate during the developing stages of the QLCS.

Student Notes:  
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14.  Role of Shear

Instructor Notes:  This plot of composite hodographs from Evans and Doswell (2002) 
illustrates differences in mean wind profiles associated with derechos (dashed lines) and 
discrete supercells (solid lines). The hodographs were created from proximity soundings 
near 65 derechos, stratified by synoptic-scale forcing strength, and 100 supercells 
divided into: non-tornadic, F0-F1 tornadoes, and those producing F2 or greater torna-
does. The differences in these mean hodographs indicate that shear plays a very impor-
tant role in helping determine the organization potential and any ensuing severe threats. 
The SF derechos (dark blue dashed line) occur in stronger flow and shear than the other 
derecho categories, while the WF Derechos (red dashed line) commonly occur in weaker 
shear environments. In addition, the mean WF derecho hodographs indicate weaker and 
more uniform nwly flow at mid and upper levels. In comparison, the significant tornadic 
supercells (lt. blue solid line) have much longer hodographs and more substantial low 
and deep layer shear. However, it important to note the similarities between the SF 
derecho and tornadic supercells mean wind profiles. In fact, the SF derecho average 
falls well within the range of shear magnitudes and hodograph structure associated with 
discrete supercells producing significant supercells! Shear, though a necessary ingredi-
ent, will not provide ample forecasting clues regarding the impending mode of expected 
thunderstorms. It is very important to consider the nature of initiation and storm motion/
speed relative to the initiating boundary when dealing with events in strong synoptic-
scale forcing.

Student Notes:  

15.  Can We Discriminate Intensity of Events?

Instructor Notes:  To address the question of distinguishing run-of-the-mill MCSs from 
high-end events, the figure shown is a graphic of mean MCS-relative hodographs from a 
proximity sounding data set of 55 weak MCSs (shown in blue), 78 severe but non-
derecho MCSs (show in red), and 51 derecho MCSs (shown in light green) that were 
taken in the downshear environment during the developing stages of the systems. This 
analysis is based on the data set described in Cohen et al. (2007) in W&F.  The mean 
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hodograph clearly shows that shear becomes more stretched and straight-line along the 
x-axis (MCS-motion) as you go from the weak MCSs to the derecho MCSs (the colored 
numbers along the hodographs are kilometers Above Ground Level (AGL)).  You can 
also see the huge increase in low-level storm-relative inflow for the derecho MCSs. 

Student Notes:  

16.  Role of CAPE

Instructor Notes:  The role of convective instability is multifaceted.  Not only is sufficient 
CAPE necessary to maintain intense updrafts along the leading edge of the cold pool, 
but the larger the CAPE the more intense the updrafts and resultant supply of moisture 
and energy to the overall MCS.  This in turn increases the subsequent downdrafts and 
strengthens or at least maintains the cold pool momentum.  If CAPE weakens or the out-
flow surges into an environment of little or no CAPE and/or significant convective inhibi-
tion, then the convective system would quickly lose its energy source and diminish- 
sometimes quite quickly.

Student Notes:  
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17.  Limitations of CAPE

Instructor Notes:  There are a couple of caveats of using CAPE. CAPE alone can be 
misleading, and is most relevant when used in combination with environmental lapse 
rates or lifted-indices.  For instance, one can derive equal amounts of CAPE from a 
deep, moist sounding (shown on the left) and a more typical mid-latitude Spring-like 
sounding shown on the right.  However, the steep lapse rates in the second sounding 
would be expected to support greater vertical motion within the ensuing updraft and 
stronger/colder downdrafts.  In addition CAPE is very dependent on the lifted parcel 
choice.  Craven et al. 2002 found that lifting a 100-mb mixed  parcel was most represen-
tative of cloud heights near peak heating.

Student Notes:  

18.  Other Factors Related to QLCS Maintenance

Instructor Notes:  To anticipate high-end QLCS events, it is important to identify envi-
ronments that are conducive to rapid, downwind cell propagation near an existing thun-
derstorm or a group of storms. "Downwind cell propagation" is simply the development of 
new thunderstorms on the downwind side of existing convection.  Environments that fos-
ter rapid downwind propagation are those that allow incipient convective systems to con-
tinuously redevelop --- and potentially grow upscale. Such systems are more likely to 
produce large-scale bow echoes, MCVs, and severe weather.  Although many factors 
ultimately govern the rate and location of new cell development relative to existing 
storms, downwind propagation is especially encouraged by the presence of the follow-
ing: 
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Student Notes:  

19.  Other Factors Related to QLCS Maintenance

Instructor Notes:  (1) Rich boundary layer moisture --- Moisture-rich air fosters new 
storm development by lowering the LCL and enhancing precipitation drag  (2) Steep 
low-level lapse rates --- Steep lapse rates enhance both CAPE and downward momen-
tum transfer  (3) Minimal Convective Inhibition or CIN --- The potential for storm initiation 
is maximized when CIN is low  (4) Fast cloud-layer flow --- Fast flow increases gust front 
speed by strengthening storm outflow; fast flow also fosters the development of embed-
ded supercells and their associated severe threats  (5) Deeply unidirectional flow --- Uni-
directional flow encourages elongation of the system cold pool in a preferred direction, 
thereby enhancing storm-relative inflow in that direction  (6) Slightly-backed near-sur-
face winds relative to the mean flow --- Backed low-level winds enhance storm-relative 
inflow and the rate of downwind cell development 

Student Notes:  
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20.  How to Anticipate Dominant Direction of QLCS 
Development?

Instructor Notes:  The previous slide noted that unidirectional flow encourages elonga-
tion of convective system cold pools along the direction of the mean flow.  As a cold pool 
elongates, a portion of its associated gust front necessarily becomes oriented perpendic-
ular to the flow, while the other part comes to lie parallel to it. This process is shown 
schematically for unidirectional northwest flow in the plan view at the top of the slide.  
Recurring production of storm outflow along the part of a gust front oriented perpendicu-
lar to the mean wind --- and downward momentum transfer --- cause that part of the gust 
front to move steadily downwind with time. This is shown on the right side of the plan 
view in the slide. In contrast, the flow-parallel portion of the boundary moves very slowly 
or not at all, as shown on left side of the plan view.  The orientation of the gust front rela-
tive to the mean flow is important in determining the direction of cell propagation and, 
therefore, the type of MCS that will be most favored along it. 

Student Notes:  

21.  How to Anticipate Dominant Direction of QLCS 
Development?

Instructor Notes:  If low-level convergence and the thermodynamic environment are 
favorable for new cell development along the flow-parallel portion of the gust front, a 
back-building or regenerative MCS is likely to develop, as shown in the lower left inset of 
the slide. Such convective systems are best known for their ability to produce excessive 
rainfall as storms "train" or move repeatedly along the stationary boundary. But if suffi-
cient cloud-layer shear is present, embedded supercells and LEWPs (line echo wave 
patterns) may yield damaging winds and tornadoes, especially when the moisture con-
tent is great.  If convergence and instability are favorable for storm development along 
the flow-perpendicular part of the gust front, a downwind-developing or "forward-propa-
gating" MCS is likely to form, as seen in the lower right inset. Because new storm devel-
opment occurs in the direction of the mean wind, the convective system can move faster 
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than the mean flow. Such systems may evolve into a bow echo or derecho-producing 
MCS if the rate of forward propagation is great --- and this condition persists. 

Student Notes:  

22.  Derecho Composite Parameter

Instructor Notes:  As forecasters attempt to differentiate between typical warm season, 
non-severe MCS development versus a forward-propagating/accelerating-Derecho 
MCS, SPC developed a parameter that is based on 113 Derecho soundings from ED01. 
This parameter examines four primary mechanisms discussed previously for MCS for-
ward propagation development: 1) DCAPE, used as a proxy for cold pool strength and/or 
strong downdraft production, 2) MUCAPE- was used as a proxy for the ability to sustain 
strong storms along the leading edge of the gust front, 3) Surface to 6 km shear, used to 
account for potential of organization , and 4) Surface to 6 km mean wind to account for 
favorable ambient flow to elongate the cold pool in a favored downshear direction. Simi-
lar to other composite indices developed at the SPC, a value of 1 or greater becomes 
favorable for a weak forcing Derecho development. Each of these parameters was ‘nor-
malized’ by mean values developed from the ED01 proximity sounding dataset. DCP = 
(DCAPE/980)*(MUCAPE/2000)*(sfc-6 shear/20 kt)*(sfc-6 km mean wind/16 kt)

Student Notes:  
14 of 18



AWOC Severe Track FY12
23.  Limitations in Discrimination Process

Instructor Notes:  As mentioned in earlier slides, there are many limitations to discrimi-
nating what mode storms will develop and evolve into, and what specific severe threats 
will ensue. This is especially true when dealing with very dynamic events associated with 
strong large scale ascent and pronounced low and deep layer shear- which are typical 
from Fall into late Spring. Despite very favorable wind profiles for discrete tornadic super-
cells, limited thermodynamic support and/or the nature of initiation may force storms to 
evolve in the form of a fast moving QLCS. For instance in cases where capping remains 
strong in the warm sector, development may remain tied to a fast moving surface bound-
ary. Also, many times the mean storm motion vector is not sufficient in magnitude and/or 
direction to move updrafts away from the initiating feature. The images shown here are 
an example of how similar environments can produce distinctly different thunderstorm 
modes and severe weather. These are two proximity soundings: 1) near the F4 tornado 
which struck Tuscaloosa, AL on Dec. 16th, 2000 (in purple), and 2) near the long-lived 
derecho MCS which produced widespread wind damage and one fatality (but no torna-
does) as it swept across central AL on Feb 16th, 2001 (red/green and yellow wind 
barbs).

Student Notes:  

24.  Operational Uses

Instructor Notes:  The mesoscale analysis page from the Storm Prediction Center can 
be found at the URL shown above, and has been developed to aid forecasters assess 
the severe threats evolving over the next 0-3 hrs. The SPC runs a 2-pass Barnes surface 
objective analysis around 5 min after each hour, using the latest RUC forecast as a first 
guess. Next, the surface data is merged with the latest RUC forecast upper-air data to 
represent a 3-dimensional current objective analysis. Finally, each grid point is post-pro-
cessed with a sounding analysis routine called NSHARP to calculate many technical 
fields related to severe storms. The parameters are organized under their primary uses 
on the left hand of the page under the yellow headers. In the case displayed here, the 
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‘Composite indices’ sub-menu is expanded to display the available fields. A description 
of each field is available near the top center of each page for each of the parameters.

Student Notes:  

25.  Revisiting the Key Points

Instructor Notes:  To revisit some of the key points made in the lesson: QLCS events 
can be described as intense, multi-hazard events that are based on many conceptual 
models with recognizable features such as rear-inflow jets, bow echoes, linear MCSs, 
and derecho producing windstorms. The recognition of these features are typically made 
by evaluating the following parameters , which have been shown to play important roles 
in helping determine severity and duration: Forcing - look for deep layer shear that’s 
mostly boundary-parallel, Shear - longer straighter hodographs favor the QLCS derecho 
producing windstorm types, but, the pattern can be similar to supercells. You need to 
carefully consider the nature of the convective initiation and the storm motion relative to 
the forcing to help evaluate the role of this factor for each event. 

Student Notes:  
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26.  Revisiting the Key Points

Instructor Notes:  Key Point 3) CAPE- A multifaceted, necessary parameter related to 
strength of updrafts along the leading edge of the cold pool and strength of subsequent 
downdrafts. CAPE helps quantify intensity of updraft, and how the system is provided a 
supply of moisture and energy . Note that computed amounts of CAPE can be mislead-
ing when trying to use this variable as a discrimination variable for convective mode. 

Student Notes:  

27.  Revisiting the Key Points

Instructor Notes:  And finally, the 4th Key point: Downwind propagating MCS. Remem-
ber that the development of rapid, downwind cell propagation is tantamount to estimating 
QLCS intensity. Factors such as rich, boundary-level moisture, steep, low-level lapse 
rates, minimal CIN, fast, cloud-layer flow, deep, unidirectional flow, and slightly backed 
near-surface winds relative to the mean flow are ALL factors that favor the development 
of this situation. The example shown is from forward propagating MCS from May 28, 
2001 in Oklahoma.

Student Notes:  
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28.  Revisiting the Key Points

Instructor Notes:  Finally, the SPC has several parameters to help you discriminate if 
QLCS –type of events are the most intense and long-lasting. You should use these to 
help assess threats associated with QLCS events. And remember, there are limitations 
in our science of forecasting convective mode and eventual evolution, as well as deter-
mining specific threats due the fact that these parameters don’t always tell the full story. 
Use of the SPC Mesoanalysis Page (http://www.spc.noaa.gov/exper/mesoanalysis/) as 
well as Model Forecast Sounding applications like BUFKIT are some of our best fore-
casting tools to assess subtle changes in the mesoscale environment which can influ-
ence modality changes. 

Student Notes:  

29.  Contact Information

Instructor Notes:  

Student Notes:  
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1. Anticipating Extreme Rainfall with Standardized 
Anomalies and Ensembles Part I - On the Value of 
Anomalies

Instructor Notes:  Hello, and welcome to the module on Recognizing High Impact 
Hydro Events. The first part of this module is on anticipating extreme rainfall with stan-
dardized anomalies and ensembles. In this part I will specifically talk about anomalies. 
I’m Richard Grumm, and I’m the SOO at the National Weather Service Forecast Office in 
State College, PA. 

Student Notes:  

2. Motivation

Instructor Notes:  This training evolved out of the Service Assessments of the South-
east US Floods and the Nashville Floods of 1-4 May 2010 and is related to several other 
significant flood events over the past few years.  Our goal here is to aid in recognizing 
the potential of high end events using standardized anomalies to improve situational 
awareness.  Improved Situational awareness should help users of our forecasts make 
better decisions and aid us in improving our products and services. 
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Student Notes:  

3. Objectives

Instructor Notes:  These are our primary objectives:  Never under estimate the value of 
knowing antecedent conditions prior to any rainfall event.  Standardized anomalies often 
provide strong signals in the larger scale flooding events and may aid in distinguishing 
meteorological significant events from ordinary events.  There are limits to standardized 
anomalies, especially with more mesoscale events.  Finally, and in a separate lesson we 
will apply these concepts to models and ensembles. You will be amazed how one cannot 
distinguish an observed anomaly from a forecast anomaly!

Student Notes:  

4. Role of Antecedent Conditions

Instructor Notes:  It is very important before the onset of a heavy rain event to know the 
antecedent conditions. During prolonged periods of dry weather we all know rivers and 
streams have low flows and can generally handle more water. During wet conditions 
flows are often higher to begin with so the response can be faster and less rainfall may 
be required to produce flooding. Terrain and land use and changes in land use can play a 
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significant role here too. Cold season events add the problems with ice and water in the 
snow pack!

Student Notes:  

5. Antecedent Conditions Impact Response to Heavy 
Rainfall

Instructor Notes:  This simple list shows some historic events.  Hurricane Connie 
primed the pump to put Diane in the record books despite similar rainfall amounts from 
both systems.  The January 1996 snowmelt floods were associated with about a top 20 
rainfall event for the month of January. Despite this it is one of the top 1 to 3 flood events 
of record at many sites in the Mid-Atlantic and northeastern US.  And the historic Paki-
stani floods of 2010 were triggered by a single event which was actually the 4th heavy 
rainfall event in about 21 days.  Many historic events involved a significant pattern and 
ideal antecedent conditions for a disaster.  

Student Notes:  
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6. Connie and Diane Rainfall

Instructor Notes:  Here is the rainfall for Connie and Diane, two tropical cyclones, flood-
ing the heart-land. Hard to believe Connie produced so little flooding. 

Student Notes:  

7. Standardized Anomalies

Instructor Notes:  Standardized anomalies can be used to identify the pattern or “finger 
print” of extreme weather events. They can be used with re-analysis data to learn from 
past events or with forecast data to aid in predicting potential events. The anomalies put 
known patterns into context. Distinguishing a significant event from a more typical event. 
The method is not perfect and will often be of limited value in more mesoscale forced 
events. Additionally, there are limits of predictability and the higher the forecast uncer-
tainty, more difficult it is to use anomalies at longer ranges. A key point too is that these 
data are not truly Gaussian. Thus, it is hard to make clean estimates of the return periods 
but rather the potential for an extreme end event.

Student Notes:  
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8. Phase Space of Heavy Rainfall: A Spectrum of 
Events

Instructor Notes:  You should be familiar with the basic patterns associated with heavy 
rainfall. I keep the original Maddox paper at the ready!  We will use these terms associ-
ated with these patterns in this lesson but we will not review the patterns.  All of the 
known patterns are not clean and compartmentalized. The true phase space is a spec-
trum of events and these events can transition and interact the key is the wind and mois-
ture fields.  The names tell it all . Tropical cyclones interactions produce either a 
Synoptic pattern or a Frontal pattern.  Predecessor Rainfall Events (PRE) can occur 
ahead of TC and change antecedent conditions before TC rainfall arrives!  Frontal sys-
tems can turn into Synoptic-like patterns which caused the significant New England 
floods of March 2010.  

Student Notes:  

9. Easterly Flow High PW Pakistan July 2010 with wet 
antecedent conditions

Instructor Notes:  This looks like a frontal pattern over India and Pakistan.  As the pat-
tern fades to the pattern with the anomalies, see how the anomalies add context. The 
mint-green PW over 60 mm is a 4-5 standard deviation PW anomaly.  And those 850 mb 
easterlies are well above normal too!
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Student Notes:  

10. Features of a Maddox Synoptic Event

Instructor Notes:  This rare event...which was top-5 rainfall in the Mid-Atlantic region 
occurred in April 2007.  The 30-40kt 850 mb jet is 4 sigma above normal event and the 
40-45 PW are a 3 sigma above normal event.  The anomalies aid in pattern recognition 
and seeing above normal values in key parameters associated with heavy rainfall.

Student Notes:  

11. Synoptic-Snow Melt January 1996

Instructor Notes:  Another great pattern, clearly a Maddox Synoptic event...produced 2-
4 inches of rain in January 1996.  A good rain event but not a record maker.  But, the 
record snow pack released a lot of water in the surge of warm air before the rainfall cre-
ating an historic flood event.  Fade to anomalies and see how anomalies work well but in 
conjunction with knowing the antecedent conditions can work even better!
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Student Notes:  

12. Anomalies Pattern Recognition and Context

Instructor Notes:  The overall pattern provides the event type and the anomalies pro-
vide context.  We want a method to distinguish an ordinary from an extraordinary event. 
 The right pattern with big anomalies can aid in distinguishing between an ordinary and 
an extraordinary event.  In and of themselves, anomalies do not provide the confidence 
information that ensembles and probabilities accomplish and this is covered in a sepa-
rate lecture (Part II).  We have a method where we can help distinguish significant 
events and high impact events. 

Student Notes:  

13. Western US Pattern Atmospheric River 14 October 
2009

Instructor Notes:  Note the high heights to the south and east indicating a strong ridge 
and the low heights to the northwest...the trough. The strong flow between these two 
systems produces the high PW surge seen in the lower left panel.  Western US events 
are often well defined by PW plumes or atmospheric “rivers” into the terrain of the west-
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ern US.  As we fade from the pattern to the pattern with the anomalies the PW anomaly 
simply jumps out of the page at you! This was an incredible event from many perspec-
tives. But the anomalies provided context. 

Student Notes:  

14. Moisture Plume Strong Trough and Ridge

Instructor Notes:  This loop shows the evolution of this impressive and historic storm 
from a pattern and anomaly perspective.  Watch the evolution of the strong PW plume, 
the deep trough and strong winds into the western United States.  Not to mention the 
anomalous surface cyclone.  

Student Notes:  

15. Rainfall over 250 mm in Mountains

Instructor Notes:  And here is the rainfall. Other parameters with this event could 
include wind damage, severe weather, and record low pressure. It was an amazing 
event.  The Western Region of the NWS did exceptionally well predicting this event 
using anomalies produced at Salt Lake City Office.  Randy Graham is the WR and AR 
expert on anomalies and how to employ them to forecast record events. 
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Student Notes:  

16. There is a Spectrum of Flood Events and Types

Instructor Notes:  Take a minute to read this slide.  The key point is… There is a spec-
trum of flood events and event types out there.  Standardized anomalies can aid in iden-
tifying them and provide a context with which we can better predict high end weather 
events. 

Student Notes:  

17. Synoptic-Tropical Hybrid Never Underestimate the 
Power of Ridges

Instructor Notes:  Here is another historic rain and flood event.  We changed projection 
to see over the Atlantic for the trough-ridge interaction.  It is always advantageous to 
know the pattern both up and down stream. The flow about anticyclones is often a key 
player in evolving PW plumes. Atmospheric rivers or moisture plumes come about 
ridges.  As stated in Bodner et al (2011), many heavy rainfall events involve an anoma-
lous upstream trough and an anomalous downstream ridge.  The big picture is critical, 
the old Snellman funnel is always of value before you drill down.
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Student Notes:  

18. Pattern of Heavy Rainfall Multi-day Event 
Persistent Pattern

Instructor Notes:  The pattern from the previous slide produced a record multi-day rain 
event and significant flooding.  Note how focused the axis of heavy rainfall was.

Student Notes:  

19. Persistent Anomalous Pattern

Instructor Notes:  For long duration events, it is useful to look at the pattern and anom-
alies for periods of 12,24 and sometimes 72 hours.  It is important to know if you are fac-
ing a long duration event.  This image shows the pattern and anomalies over 3.5 days.  
This long duration pattern shows the strong subtropical connection of the moisture 
plume.  We need forecast tools like this! 
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Student Notes:  

20. The Simple Anomaly Context

Instructor Notes:  Take a minute to read this slide…  Okay ten seconds was all you 
needed.  Surges of high PW air with strong southerly flow typically produce many of the 
high end rain events.  Easterly wind events can also produce heavy rainfall.  Moisture 
and strong low-level winds are critical.  The larger the anomalies, the higher potential for 
a record or near record event.  This implies the value of moisture flux in association with 
heavy rainfall events.

Student Notes:  

21. Nashville Flood May 2010

Instructor Notes:  Now we will look at the historic Nashville flood rainfall pattern over 48 
hours.  This was an impressive and enduring rainfall event over the Mid Mississippi Val-
ley.
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Student Notes:  

22. Nashville Flood Stage-IV data

Instructor Notes:  Here is a zoomed view of the rainfall.  Those blue colors show over 
250 mm or 10 inches of rainfall.  And those grays, like my hair, show over 300 mm or 12 
inches of rainfall.  This was an impressive rainfall event.

Student Notes:  

23. Synoptic Event Nashville Floods 2010

Instructor Notes:  Here is the pattern over the region defined by the 500 heights, 250 
winds, 850 winds and precipitable water.  As we fade to the anomalies...  The anoma-
lies of this event provide context of the known heavy rainfall pattern.   We will look a bit 
more at this….. 
12 of 18



AWOC Severe Track FY12
Student Notes:  

24. Large Scale Anomaly Pattern

Instructor Notes:  Watch the evolution of the large scale pattern over the United States 
during the event.  Note the evolution of the deep trough to the west and the strong ridge 
to the east.  This impacts both the low-level winds and surge of high PW air.  Once we 
know the large scale pattern we can drill down to the local scale. 

Student Notes:  

25. Composite Anomalies Persistent pattern for heavy 
rainfall

Instructor Notes:  This is the composite pattern from the data used on the previous slide 
during the heavy rainfall associated with the Nashville flood.  Not the persistent plume of 
moisture and winds into the region over the 2.5 day long period.  Beware of persistent or 
lingering anomalies in patterns associated with heavy rainfall.  They tend to be associ-
ated with many record or near record events. 
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Student Notes:  

26. 6-Hour Evolution of Anomaly Pattern

Instructor Notes:  The composite showed the persistence of the pattern.  This loop 
shows the evolution of the pattern in 6-hour time steps.  The ridge over the Atlantic 
strengthened, the PW plume surged south-to-north several times, and there were surges 
of strong south-southwest winds into the Mid-Mississippi Valley.  An ideal set up lasting 
for several days.

Student Notes:  

27. Regional Anomaly Evolutions

Instructor Notes:  This slide shows the evolution of the pattern in slower time steps.  
Play the slide over to visualize the PW plume or the strong low-level jet.  The key is the 
multiple surges and persistence of anomalous conditions over the Mid-Mississippi Valley.
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Student Notes:  

28. Forecast Methodology

Instructor Notes:  Our examples and experiences suggest a simple forecast method.  
1. Know the large scale set up.  2. Then focus on the regional scale.  Know the large 
scale pattern and sources of moisture. The pattern matters (Bodner et al 2011 is a good 
read with references to other good papers).  Drill down and find the region likely most 
highly impacted by the pattern.  Finally, the model QPF and ensemble QPF probabilities 
can be of great value.  The key point so far is Anomalies and Patterns can aid in identi-
fying climatologically and meteorological significant events and help us distinguish 
between ordinary and meteorologically significant events .  

Student Notes:  

29. Anomaly Summary

Instructor Notes:  We are almost to the goal line..  We showed re-analysis data here to 
reconstruct the pattern and the anomalies. All of these concepts apply to forecast output 
too!  The same concepts apply to single model forecasts from the GFS and NAM and 
ensemble output.  You can use re-analysis data to reconstruct historic events in your 
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region. Building your expertise! The ensembles provide probabilities and the all impor-
tant confidence information.  More on ensembles follows in the next module. 

Student Notes:  

30. Summary

Instructor Notes:  Hopefully this module reinforced your knowledge on the patterns 
associated with heavy rainfall and the value of knowing the antecedent conditions prior 
to the onset a high impact weather event.  Anomalies are a powerful tool in providing 
quick pattern recognition and putting that pattern into context.  All of these concepts can 
and should be used in forecasting.  They should aid in helping you better identify and 
provide more confidence in predicting future HIW flood and heavy rainfall events in your 
not to distant future.  Thanks!  

Student Notes:  

31. Acknowledgements

Instructor Notes:  
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Student Notes:  

32. References

Instructor Notes:  

Student Notes:  

33. Want to learn more or questions

Instructor Notes:  If you have any questions, please contact Richard Grumm using the 
email address provided.
17 of 18



Warning Decision Training Branch
Student Notes:  
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1. Using Ensembles and Standardized Anomalies to 
Anticipate Extreme Flood Events Part II – Ensembles 
and Anomalies

Instructor Notes:  Hello! I am Richard Grumm, the SOO at the NWS office in State Col-
lege, PA. Welcome back!  This is part-II of the module on recognizing High Impact hydro 
events.  Our goal is to use ensembles and standardized anomalies to anticipate extreme 
rainfall events.

Student Notes:  

2. Overview/Motivation

Instructor Notes:  Ensembles will provide us with confidence information and good 
probabilistic information, such as the probability of exceeding 1,2 or 4 inches in a speci-
fied period of time.  They can provide spread and uncertainty with regards to storm 
tracks and intensity of features of interest and could be used for more issues.  The 
anomalies can be computed from models and ensembles to gage the potential signifi-
cance of the event type being predicted.  We could use EPS guidance to produce prob-
abilities of anomalies and the persistence of anomalous features.  We cannot cover all 
of this here over the next 30 minutes!
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Student Notes:  

3. 12Z 02 May 2010 SREF Pattern Forecast from 09Z 30 
April 2010

Instructor Notes:  This image is the SREF ensemble mean pattern over the United 
States valid at 12Z 02 May 2010. Interesting pattern but if we apply the anomalies the 
features of note jump out at us. The upstream trough and down stream ridge along with 
the strong jet between these systems and the low-level jet and the associated plume of 
high PW air into the Mid-Mississippi Valley. Now we can see a classic heavy rainfall pat-
tern and one associated with significant anomalies.

Student Notes:  

4. Anomalies and Patterns

Instructor Notes:  The anomalies and the known patterns aid in distinguishing an ordi-
nary from a potentially extraordinary event. A known pattern with large anomalies may 
provide confidence in the potential for a high impact event. Ensembles add the confi-
dence information related to predictability. Ensembles provide things we often use like 
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the probability of exceeding 2, 3, or 4 inches of QPF. They can show spread and areas of 
high and low predictability.

Student Notes:  

5. Ensembles can provide confidence and 
predictability of the pattern while providing context

Instructor Notes:  The first image shows the pattern with the anomalies. A pattern often 
associated with heavy rainfall. The fade in image shows the probability of key anomalies 
as forecast by the SREF. We have confidence in the anomalous trough and the +2 sigma 
850 hPa low-level jet and +2 sigma PW plume. We could also derive images for the 
probability of exceeding 50 mm of PW or 25 kts of wind at 850 hPa. Ensembles provide 
confidence in the pattern and thus the predictability of the system.

Student Notes:  
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6. Ensembles and Anomalies

Instructor Notes:  This slide is a summary of the points on the previous slide.  Take a 
minute to read the key points.  The ensembles can provide us with confidence and the 
anomalies with the context of the event type.  

Student Notes:  

7. A Word on Confidence vs. Uncertainty

Instructor Notes:  And now a word about confidence....  Uncertainty is a word used as 
a scientific term. The general public often confuses it with knowing or not knowing.  
Thus, outside of our community we should always refer to how confident we are in the 
forecast or the potential outcome.  We want users to know if we have high or low confi-
dence in our forecasts and not perceive us as being unsure.  So be mindful of highly 
uncertain and low probability forecasts especially at longer ranges as these forecasts 
typically change. Finally, uncertainty is a reason to act not a reason not to act.  

Student Notes:  
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8. Forecast Funnel Considerations

Instructor Notes:  Whenever making a forecast...always start from the large scale and 
work your way down.  Heavy rain events, Bodner 2011 again, often have an upstream 
trough and a downstream ridge. This opens the United States up to subtropical moisture 
plumes and can enhance the upper and thus low-level jet.  Beware slowly changing or 
persistent patterns as Charlie Chappell's rule states... It rains the most where it rains the 
hardest the longest...often applies in these conditions.  Forecasts of patterns and anom-
alies over 12,24 and 48 hours can be of value for enduring events.  Drill down to the 
more regional scale to refine your forecast.  Surges of high PW and strong low-level 
winds can focus heavy rainfall and interact with known terrain features.  Moisture flux as 
well as PW and winds may help along with QPFs especially ensemble probabilities of 
QPF or Plume Diagrams showing the QPF PDF. 

Student Notes:  

9. A Snap Shot Fade to 24-Hour

Instructor Notes:  The traditional way to view forecast data is at an instant in time as in 
this image. It shows the strong pattern often associated with heavy rainfall and explained 
earlier. The second image shows the pattern and anomalies as forecast over the 24 hour 
period. This implies that the pattern was enduring and lasting somewhat ensuring a pro-
longed period of rainfall. Images of 12, 24, 48 and even 72 hours could be value in 
enduring rainfall and heat events.
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Student Notes:  

10. High Impact Weather Forecast Methodology ? 
Heavy rainfall

Instructor Notes:  Below is a simple method to predict heavy rainfall. 1. Start with the 
large scale pattern. 2. Move downscale. 3. Know the antecedent conditions.  Put the 
larger scale pattern into context to be aware of persistent patterns and features with 
large anomalies.  Move down scale to tie in the more regional sensible weather.  Proba-
bilities might include:  Quantitative precipitation such as exceeding 2 and 4 inches in 12 
or 24 hours CAPE exceeding 1200 JKg-1 or PW exceeding 2 inches or +2 sigma.  Your 
high impact weather problem dictates key probabilities to focus on.  Anomalies may aid 
in confidently predicting a high end rainfall events.  Finally, always checked antecedent 
conditions. Recent rainfall may have lowered amount of rain requried to get flooding or 
flash flooding.

Student Notes:  
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11. Where it rains, when it rains, and how much it 
rains…

Instructor Notes:  Where it rains, when it rains, and how much it rains...is critical deci-
sion making information....  Example of high probability of rainfall four panel format: 6 
mm (~0.25 in) 6 hours where its raining 12 mm (~0.5 in) 12 hours of recent moderate 
rainfall 25 mm (1 in) 24 hours of area large rainfall 50 mm (2 in) 48 hours of heavy rainfall 
We need to know confidence where it will rain and when it will rain and relate this to an 
established favorable large scale pattern.  

Student Notes:  

12. Previous QPFs Show Heavy Rainfall Potential

Instructor Notes:  The previous slide’s QPFs showed the heavy rainfall potential. They 
showed a high probability of rainfall in the mid-Mississippi valley. We could probably use 
other thresholds. We need reinforcing regional data. The pattern and the key parameters 
conducive to heavy rainfall… were they present? The anomalies may help add context 
for the potential of a significant event. Ensembles could also add confidence in the pat-
tern. There are things we do not know. We don’t know the internal QPF of the model 
ensembles. It would be interesting to know what the 80% or 90% or a record rainfall 
event is in the SREF, GEFS, or NAM. Do you have a “feel” for these in your area?
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Student Notes:  

13. Rainfall and heavy rainfall from high Probability 
Anomalous Pattern

Instructor Notes:  This SREF images show the pattern of some key fields associated 
with heavy rainfall using the ensemble mean. The probabilities show the confidence 
based on the 21-SREF members of a strong 850 hPa LLJ using the wind and the v-winds 
along with the PW and MSLP. The persistent high PW plume with the low-level jet is a 
known signature for heavy rainfall. The next slide shows how this evolves…..

Student Notes:  

14. Pattern with large anomalies and high probability 
persisted for hours

Instructor Notes:  This loop shows the surge of a high PW with about 100% chance of 
PW being in excess of 1.5 sigma above normal into the MMV and Ohio Valleys over a 
pro-longed period of time. This PW surge is accompanied by a strong LLJ at 850 hPa.
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Student Notes:  

15. Persistent surges high PW air and strong low-level 
winds

Instructor Notes:  Our loop showed high confidence, based on probabilities, of a persis-
tent plume of above normal PW into the Mid-Mississippi Valley.  The loop showed a per-
sistent and strong low-level jet into the same region  Here the anomalies were displayed 
in probabilistic form, giving us confidence in the predictability of the pattern.  We tied in 
anomalies for context and ensembles for predictability and thus confidence in the fore-
casts. 

Student Notes:  

16. Estimate Rainfall (Verification)

Instructor Notes:  Now we will look at what happened...  We will see where it rained 
and how much over the period.  Then we will look at the pattern from an independent 
data set.  The pattern match was rather good.
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Student Notes:  

17. QPE - Where it Rained

Instructor Notes:  Stage-IV rainfall for the period from 0000 UTC 1 May through 1200 
UTC 3 May 2010 is shown.  These data show the extreme rainfall...in this gridded data 
set... over TN and KY.  Dark blues are up to 256 mm or 10 inches of rainfall.  The purple 
48 mm about 2 inches covers most of the MMV and Ohio Valleys. 

Student Notes:  

18. Verifying Pattern - Zoomed in View

Instructor Notes:  This is a loop of the JRA 1.25 x 1.25 degree data.  It shows our mois-
ture plume and strong LLJ as predicted by the NCEP SREF.  Note the SREF at 32km 
resolution is much finer than the JRA.  But these data independently show we got the 
pattern right. 
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Student Notes:  

19. SREF Probability of 2,3, and 4 inches

Instructor Notes:  Here we included 3 runs of the SREF to show the probability of over 
50 mm or 2 inches of rainfall.  All forecasts are valid ending at 12Z 03 May 2010. The 
lower panel shows the mean QPF and each member 2 inch contour.  The key point is 
our pattern with persistent anomalies was causing the 21-member SREF to predict a 
large area of high QPF.  We will now look at 75 mm or 3 inches… and 100 mm or 4 
inches of QPF.  We get positive feed back from the SREF probabilities of heavy rain in a 
pattern conducive for heavy rainfall and a pattern with significant anomalies.

Student Notes:  

20. Supporting Data

Instructor Notes:  So, the SREF predicted heavy rain and showed pattern we associ-
ated with heavy rain.  Now we will look at the GEFS and its component model the GFS. 
 Do forecasts from these systems corroborate the pattern and QPF potential?  A Funnel 
approach for pattern recognition and a tie back into model and ensemble system QPFs 
will aid in confidently predicting heavy rainfall.  
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Student Notes:  

21. GEFS 500 and PW forecasts Established heavy 
rainfall pattern

Instructor Notes:  GEFS forecasts of the large scale 500 mb heights on the left..and PW 
pattern...right...are included to provide uncertainty information.  We can zoom in and see 
closer to our threat area how this pattern looks...  and finally zoom in over the Ohio Val-
ley where the rain will hit the proverbial road.  Similar to the SREF....these data show 
high confidence in the pattern in the GEFS and a surge of high PW air into the MMV! 

Student Notes:  

22. Tie in Patterns and Probabilities

Instructor Notes:  Using the same concept we used from the SREF we will look at 3 
GEFS forecasts of QPF....  The resulting GEFS QPF probabilities show significant rain-
fall in the region our pattern would imply it would be.  Patterns tie in the QPF probabili-
ties. We showed the pattern for one cycle but here show 3 GEFS runs and their QPFs for 
critical thresholds. 
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Student Notes:  

23. Successive Forecast High high PW air and strong 
low-level winds

Instructor Notes:  We will now look at the regional pattern of 850 winds and PW anom-
alies from the GEFS.  Similar to the SREF the GEFS too had the strong winds and the 
high PW anomalies with high confidence in the region of higher PW and PW anomalies. 

Student Notes:  

24. Ensembles and Heavy Rainfall Events

Instructor Notes:  From a forecast perspective the ensembles provide both the confi-
dence in the pattern and the context when viewed with anomalies.  The probabilities of 
the higher end QPF and the pattern add to the confidence. Of course, probabilities of big 
anomalies are also of great value in this process.  NCEP is working on a new 1981 to 
2010 climatology and products showing exceedance of key thresholds from the GEFS 
and NAEFS. 
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Student Notes:  

25. Deterministic High Resolution Models

Instructor Notes:  Deterministic models are very useful at all ranges and more so at 
shorter ranges. They are of higher resolution than our ensemble forecast systems and 
we need to take advantage of this. They typically show larger anomalies at longer ranges 
especially when there is high uncertainty as there is no averaging. The impacts of aver-
aging often limit high and lower end values in EFS data relative to the single model.

Student Notes:  

26. GFS Regional Pattern and Anomalies with QPF

Instructor Notes:  These data show GFS forecasts initialized at 12Z 30 April 2010 in 6-
hour increments beginning at 12Z 01 May 2010.  The GFS like the SREF and GEFS 
shows the surge of high PW air with large anomalies in the six periods shown.  The 
winds in the ~27km GFS are nearly 5 sigma above normal at times.  This produces large 
moisture flux anomalies.  And thus heavy rainfall in the GFS at the forecast intervals 
shown.
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Student Notes:  

27. GFS Total Accumulated QPF

Instructor Notes:  And here is the total QPF produced by the GFS!  Not surprisingly the 
GFS puts out quite a lot of QPF, over 200 mm in places a bit too far to the west relative to 
observed though verification is not shown here. 

Student Notes:  

28. Deterministic High Resolution Models

Instructor Notes:  This slide sums up so key aspects of our higher resolution models.  
Take a minute to read this slide.  Only comparing them run-to-run can one see the 
uncertainty.  But higher resolution pays off at shorter ranges and they are critical in our 
forecast process in the 0-36 hour period if you realize and accept the fact that the loca-
tion of the QPF will not be EXACT!  Resolution pays of in the 0-18 hour period  We need 
higher resolution for QPF!  Now some practical limits...
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Student Notes:  

29. Large Scale Successes but Mesoscale Issues

Instructor Notes:  Our example thus far was a strongly forced larger scale event.  We 
did not go into the details of the meteorology.  The Nashville event had lots of convection 
and mesoscale rainfall issues.  A list of some strongly forced and relatively successful 
flood events is provided.  Now we briefly look at some mesoscale events with weaker 
synoptic forcing and signals.  These events produced heavy rainfall, but due to the more 
local scale forcing, the convective nature were not so predictable. It happens. 

Student Notes:  

30. GFS Heavy Signal Rainfall

Instructor Notes:  These data are not as descript as the Nashville case and there was 
not a lot of rain forecast over the Chicago area.  Yes, the heavy rain was there and Chi-
cago set a new 24-hour rainfall record, in a few hours at that.  These forecasts are not 
that impressive for Chicago.  We still need to know this and we still need to deal with 
this.
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Student Notes:  

31. GFS shows heavy rain signal SREF hints Heavy 
rainfall but low confidence

Instructor Notes:  Another mesocale rainfall and flood event.  This time over western IL 
and IA.  This event had some stronger signals relative to the Chicago event but was still 
not well predicted.  Mesoscale systems are still tough.  Perhaps in some cases 3-4km 
models and storm scale ensembles will help at times.  These events require high Situa-
tional Awareness and monitoring in the short-term. 

Student Notes:  

32. Limitations

Instructor Notes:  The method we showed is for pattern recognition and works well for 
the larger scale and strongly forced events.  It has its limits...related to the limits of pre-
dictability.  Mesoscale forced events are tough nuts to crack.  As high resolution models 
and storm scale ensembles develop we may get a little better at these events.  View this 
Problem as hard to deal with and a form job security as long as your are situationally 
aware and vigilant!  
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Student Notes:  

33. Review

Instructor Notes:  This lecture was all about Patterns and Probabilities aiding in better 
anticipating HIWEs. We need to tie the confidence information in our EFS with the anom-
aly information. If we can recognize a pattern, tie in the anomalies and then the probabil-
ities, in this case of heavy rainfall, we can more confidently anticipate high end rainfall 
and thus flood events. Internal model climatologies would be of value. What is a record 
rain event in 12, 24 or 48 hours in the GEFS, SREF, GFS or NAM? We may never solve 
the more subtle mesoscale events….

Student Notes:  

34. References

Instructor Notes:  These are all available from the WDTB Recognizing High Impact 
Hydro Events course webpage.
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Student Notes:  

35. Want to Learn More or Have Questions?

Instructor Notes:  If you have any questions, please contact Richard Grumm using the 
email address provided.

Student Notes:  
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1.  Storm Interrogation

Instructor Notes:  Storm Interrogation, Updraft location of a sheared cell by satellite 
This lesson is 17 slides long and should take 20 minutes to complete.

Student Notes:  

2.  Objective

Instructor Notes:  This lesson looks at how to interpret storm top brightness tempera-
ture information from GOES to locate the storm top in an environment with significant 
vertical wind shear. This process may seem straightforward if there is a unique relation-
ship between storm height and brightness temperature. However, that is often not the 
case. We will look at how you can locate a storm top even if cloud height and brightness 
temperature are not co-located.

Student Notes:  
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3.  Motivation

Instructor Notes:  Why do you want to use satellite to locate a storm top? Satellite data 
can compliment radar in cases where the radar data are poor in quality or you just need 
some confirming piece of evidence as to the location of a storm. More likely than not, 
poor radar data, or even lack of radar data provides a strong incentive to use satellite 
data as a backup. 

Student Notes:  

4.  Sheared Storm Updraft Location via Satellite

Instructor Notes:  In this lesson, we will assume that the upper-level updraft is near the 
location of an overshooting top that is depicted well in visible imagery. As we mentioned 
before, the cloud top summit and the brightness temperature minimum can be occasion-
ally displaced from each other, especially in sheared storm environments.

Student Notes:  
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5.  Brightness Temperature in Relation to Storm Top 
Height

Instructor Notes:  Research has theorized three possible contributions for why bright-
ness temperature and storm top summits may be uncorrelated. There could be a plume 
of elevated cirrus over and downwind of the storm top. If the temperature at the elevated 
cirrus is warmer than the storm top summit, as may be the case in an inversion, then the 
storm top may appear warm. The storm top summit may be too small to be adequately 
resolved. The most likely scenario is that the storm summit cloud boundary contains 
strong mixing resulting in the cloud edge taking on the properties of the environment 
around it, including its temperature.    Let’s examine the bottom two possibilities in more 
detail

Student Notes:  

6.  IR Resolution Issues

Instructor Notes:  Most overshooting storm tops are large enough to be resolved even 
by the GOES IR imager. But a significant minority of storm tops may be too small for 
detection compared to the surrounding anvil brightness temperature. The result is that 
the anvil brightness temperature may be lower than the storm summit, since the anvil is a 
large, relatively flat expanse much larger than the Instantaneous Field Of View or IFOV 
from the GOES satellite. In order to properly resolve any overshooting top, the GOES IR 
imagery will need to decrease this size of its IFOV to about 1 km. This requirement will 
be met by the time GOES-R is launched within the next several years. The 2X4 km IFOV 
at nadir refers to the point directly below the satellite. If you want to figure out the resolu-
tion for any area of your choice, consider reviewing the lesson on satellite data quality in 
the section on data quality in AWOC. We show you a simple method to determine the 
satellite resolution anywhere within view of a GOES satellite.
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Student Notes:  

7.  Updraft Dome Mixing

Instructor Notes:  The most likely explanation for decorrelating storm top height and 
brightness temperature involves mixing the edges of the overshooting top with the rela-
tively warm environmental air. Note that the 10.7 ?m radiation is emitted mostly right at 
the cloud top edge in the region of thermal gradient between the extremely cold undiluted 
updraft air and the environment. The stronger the mixing along this edge, the more 
diluted the temperature gradient, and the more likely the thermal IR emissions are closer 
to that of the environment. Now imagine that the overshooting top is penetrating into a 
thermal inversion. It is quite conceivable that the mixing may cause the cloud edge to 
actually warm with height. Let’s go on and explore the thermal inversion some more.

Student Notes:  

8.  Temperature Profiles Above the EL

Instructor Notes:  The figure to the right shows the temperature vs. height track of a 
theoretical air parcel marked as a blue curve as it passes above its equilibrium level, 
reaches its maximum altitude and descends. In this case, the temperature lapse rate is 
still positive (temperature decreasing with height) across the equilibrium level as shown 
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by the cyan line. Therefore, as the parcel continues its slowed ascent, the parcel cools. 
The rate of cooling decreases as mixing commences with the environment but tempera-
ture still cools with height until it reaches its maximum altitude located at “C”. This is the 
case where the overshooting top and brightness temperature minimum are co-located.

Student Notes:  

9.  Example of EL Below Tropopause

Instructor Notes:  Here is a case from South Texas from a cool season severe weather 
event with supercells. The nearby Corpus Christi sounding showed that the equilibrium 
level is below the tropopause and positive lapse rates exist above it. This environment 
suggests that we stand a good chance of picking out the storm top location at its cold 
point “C”. Any warm wakes “W” may lie downwind of the storm top.

Student Notes:  

10.  Vis vs. IR Satellite for Updraft Summit

Instructor Notes:  Comparing the visible imagery with the IR, we see that the brightness 
temperature minima just northwest of the black arrow is right where the brightest 
cumuliform cloud top shows up in the visible imagery. 
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Student Notes:  

11.  EL in an Inversion

Instructor Notes:  When the EL is in an inversion, mixing causes the cloud top to actu-
ally start warming with height. This causes a displacement between the highest cloud 
and the coldest temperature. The cold spot is displaced upwind of the highest point. The 
cloud sinks downwind of the highest point warming nearly adiabatically until it settles to a 
level closer to the environmental EL.

Student Notes:  

12.  Displaced Cold Top Example

Instructor Notes:  The Spencer, SD tornadic storm on 31 May 1998 exhibited a typical 
upwind displacement of the coldest tops. In fact, the overshooting top was warmer than 
the rest of the anvil. The coldest top visible here is actually a collision of two anvils 
between two storms and has nothing to do with updraft.
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Student Notes:  

13.  Test Your Knowledge

Instructor Notes:  

Student Notes:  

14.  Interim Summary

Instructor Notes:  To summarize, if the EL is in a positive lapse rate, the Tb minimum is 
well correlated with cloud height. Once the EL becomes embedded in a neutral or 
inverted lapse rate, the cloud actually begins to warm with height creating features such 
as the warm wake, the enhanced-V, and decorrelating the relationship between Tb and 
cloud height.
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Student Notes:  

15.  Updraft Summit in Small Storms

Instructor Notes:  Small overshooting tops from small storms may be completely unre-
solved by GOES. Or a storm struggling in high wind shear will have no overshooting top. 
The result is an anvil whose lowest Tb is in the flat anvil well downwind from the updraft. 
In these cases, the updraft will be at the extreme upwind location of the cold anvil.

Student Notes:  

16.  Example of Unresolved Overshooting Top

Instructor Notes:  On 28 April 2003, a supercell southwest of Pocatello, ID exhibited a 
very small overshooting top that was unresolved by the GOES satellite. However, there 
is a warm wake since the EL is in a near isothermal layer. Both of these factors contrib-
ute to difficulty in finding the updraft summit by satellite. Two things help to make an edu-
cated guess as to where the updraft is located: Look to the upwind wide of the anvil with 
respect to the storm-relative anvil-layer flow. Upwind of the warm wake.
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Student Notes:  

17.  Radar/Satellite Overlay

Instructor Notes:  Overlaying the high level reflectivity core shows good agreement 
between satellite educated guess and the radar observed location of the upper-level 
updraft. Note the parallax correction.

Student Notes:  

18.  Summary: Sheared Updraft Detection by Satellite

Instructor Notes:  When there are positive lapse rates above the EL, there is good 
agreement between updraft summit height and IR Tb. When the lapse rates become 
negative (inversion), the Tb minimum gets displaced upwind. In some cases, there might 
not be a Tb minimum. Small overshooting tops are likely to be unresolved by satellite 
and therefore, you need to look at the upwind side of the anvil relative to the storm-rela-
tive anvil layer flow.
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Student Notes:  
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1.  Storm Interrogation

Instructor Notes:  slide 1: AWOC Severe Track. IC3-II-B Storm Interrogation - Updraft 
Strength from Low-level Convergence. This lesson covers detecting and estimating the 
effects that low-level convergence has on updraft strength. There are 17 slides in this 
lesson and it should take about 20 minutes to finish. 

Student Notes:  

2.  Objective

Instructor Notes:  At the end of this presentation, you should understand the contribu-
tion of low-level convergence to CAPE on updraft intensity. You may not be able to pro-
vide specific values on how strong an updraft is likely to be, but you will have gained an 
appreciation in how updraft strength can be significantly enhanced beyond what the the-
oretical CAPE can provide in certain situations. 

Student Notes:  
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3.  Updraft Strength: Low-level Convergence

Instructor Notes:  Consider this example of dual-Doppler derived velocities of a collid-
ing gustfront visualized in this cross-section taken from Mahoney (1988). A gustfront 1 
km deep colliding at a combined speed of 13 m/s can produce an updraft of similar 
strength at 3 km AGL. Cloud physics and storm electrification research (See papers by 
Zipser and Marwitz) suggest storm electrification begins when updrafts exceed 5m/s. 
Without any CAPE, we could've initiated lightning had the atmosphere been cold enough 
to produce graupel. This is not the case since this updraft forcing is too shallow to extend 
into cold enough air, however it does show that if this low-level forcing were to occur 
under a developing towering cumulus, the extra boost would give this cumulus a much 
greater initial updraft strength than a neighboring cumulus away from this forcing.

Student Notes:  

4.  Low-level Convergence Parameters

Instructor Notes:  Several considerations need to be accounted for to determine how 
much of an initial boost to buoyancy convergence provide. The magnitude of conver-
gence is obvious since stronger updrafts result from stronger convergence. However, I 
could have a situation where an adjacent gustfront may be weaker in convergence mag-
nitude but it's forcing deeper convergence. The second consideration, convergence 
depth, is equally important to magnitude when the final updraft speed is concerned. 
Finally, when an air parcel responds to the forcing that has created the convergence, it 
starts to accelerate as long as that forcing is there. If the forcing is removed, the final ver-
tical velocity of that parcel will have failed to reach its full potential. One thing to remem-
ber is that convergence is not a forcing mechanism, but is a result of a forcing 
mechanism. Something forces the convergence, and likewise the vertical velocity. This 
has implications in the following scenarios. 
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Student Notes:  

5.  Calculate Updraft Strength from Low-level 
Convergence

Instructor Notes:  I will show a few examples of changing the convergence depth and 
magnitude across a boundary. For the vertical velocity that arises out of the conver-
gence, I estimate using a greatly simplified continuity equation in order to see the results 
more clearly. I mentioned before that convergence is not a forcing, it is just a diagnostic. 
What forced the convergence and its vertical motion field may be from a thermal gradi-
ent, or density gradient like you see across a gust front.    In this scenario, I have a 2km 
deep boundary where the average flow toward the center interface is 10 kts. That means 
my velocity difference is 20 kts (10m/s). The boundary is roughly 2 km wide. First, I esti-
mate the mean convergence across the width of that convergence by dividing the veloc-
ity difference by the width of the boundary (all in meters and seconds). Then I multiply my 
convergence by the depth of the mean convergence (2000 m). My answer comes out to 
10 m/s at 2 km altitude. The boundary may be a bit deep but it's also a bit wider than a 
real boundary. Most fine lines are 2 km wide or less.

Student Notes:  
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6.  Deeper, More Narrow Boundary

Instructor Notes:   If I change my boundary depth to something deeper, maybe a deep 
convergence zone along a squall line gust front, my final vertical velocity at the top of my 
convergence (3 km) is 15 m/s, certainly strong enough to generate hail if the air temper-
ature was cold enough. 

Student Notes:  

7.  Double the Strength of the Inflow

Instructor Notes:  Going back to my 2 km deep boundary, now I double my inflow. Now 
I get a 20 m/s updraft at 2 km, that's double my previous 2 km deep boundary after dou-
bling the inflow. This may be a realistic squall line gust front which is moving at 40 kts. 
Remember, these are for illustrative purposes only. There are a lot of factors that may 
work against realizing these updraft numbers including the residence time of any parcel 
in the zone of convergence, entrainment, etc. 

Student Notes:  
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8.  Case #1: Boundary Collision

Instructor Notes:  Here's an example from Florida of a boundary collision from 07 
August 2003 near Palm Beach, FL. I tracked the motion of these two boundaries with the 
distance speed tool in AWIPS to get a combined collision speed of 18 kts. Looking at my 
4-panel, I'm having trouble observing the boundaries above the 1.5° elevation slice, so I 
may have a good idea on the depth of the gust fronts. But what is the convergence? 

Student Notes:  

9.  Case #1: Velocity 4-panel

Instructor Notes:  Looking at the velocity, I have a problem. The velocities are weak, 
probably because the winds in either cold pool are mostly tangential. I cannot use the 
velocity data to come up with an estimate on convergence. 

Student Notes:  
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10.  Case #1: Convergence Calculation

Instructor Notes:  We will have to imply convergence based on an estimate of the winds 
behind each boundary. The closing speed of each boundary is roughly 18kts. Mahoney 
(1988) found that surface 10m winds behind a gust front was roughly 1.4 times that of the 
boundary motion after sampling a large number of boundaries. Apply that here to each 
boundary motion of 9 kts and we have winds roughly 13 kts in each boundary. After colli-
sion, the combined differential velocity may be 26 kts. Note that the relation between 
boundary speed and maximum wind speed behind the boundary assumes a relatively 
calm pre-boundary environment. This relation works for this case. This relation needs to 
be revised for strong low-level wind events.

Student Notes:  

11.  Case #1: Convergence Calculation

Instructor Notes:  Radar observed the fine-line after collision to be around 3 km wide. 
Dividing 13 m/s (26 kts) by the width of the fine-line in meters gives me a convergence of 
0.004/s. This is going to be the maximum convergence near ground level. That conver-
gence should be weaker going up in altitude. But let's keep this convergence for the low-
est 1 km above the ground.
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Student Notes:  

12.  Case #1: Updraft Boost Estimation

Instructor Notes:  By the simplified continuity principle, multiply the convergence by its 
depth of 1 km and we get an updraft speed of 4.3 m/s at the top of the boundary. A devel-
oping towering cumulus is likely and initiation will be strongly forced compared to a other 
developing convection from most other initiation mechanisms this day. As can be seen, 
convective cells rapidly developed along and after the collision. 

Student Notes:  

13.    Case #1: Summary

Instructor Notes:   To summarize this event, the boundary collision may have added up 
to 8 kts of vertical velocity to the base of the convective updrafts.  In addition, large 
plumes of moisture have been advected upward to produce a much stronger base for 
buoyancy to continue the initiation process.  The result was a more intense set of thun-
derstorm updrafts than the initial storms that created the original cold pool boundaries in 
the first place. There are some caveats to everything.  First, the convective layer steering 
flow must be such as to minimize boundary-relative storm motion in order to generate the 
strongest, deepest updraft possible.  Deep layer shear should be optimally balanced with 
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the motion of the gust front to generate a deep overturning convective current.  In this 
event, shear was not a consideration in the environment, storm motion was small, and 
the updraft generated by the boundary collision was likely upright and deep.

Student Notes:  

14.  Case #2:  Deep Convergence from a Sustained 
Severe Storm

Instructor Notes:  Here is a case of a severe quasi-linear multicell event with a deep 
convergence boundary along the gust front.  The gust front motion was nearly 50 kts 
resulting in some very strong convergence. Since velocity is likely mostly radial here, I 
use the VR-shear tool to estimate convergence across the width of the convergence 
zone, roughly 1.5 km.  The actual zone was probably even narrower than that. This con-
vergence was maintained through the lowest 3 km (10kft).  This may be an overestimate 
because multiplying this convergence through the lowest 3 km resulted in an updraft of 
nearly 30 m/s at 3 km.  Whether or not this is actually the case, the updraft generated 
here is nearly an order of magnitude higher than the Florida boundary collision case.  
Imagine this kind of boundary even in a situation where the linear system runs low on 
CAPE.  One could easily imagine this system maintaining itself on its low-level conver-
gence for longer than expected. 
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Student Notes:  

15.  Test Your Knowledge

Instructor Notes:  

Student Notes:  

16.  Case #2: Summary

Instructor Notes:  Summarizing, this boundary moving at 50 kts resulted in some 
incredible convergence, especially considering that the ground-relative low-level inflow 
was out of the southeast.  This convergence was also deep (3 km) and the matching ver-
tical velocity was calculated at 30 m/s at 3 km.  The convective layer storm motion 
allowed the deep updraft to maintain its footing close to the vertical velocity generated by 
the convergence zone and the result was a deep overturning updraft capable of generat-
ing all the features associated with a high end severe squall line including tornadoes, 
severe low-level winds and excessive rainfall rates.  Very large hail was not something 
found in this event for many reasons.  One of them may be that squall line updrafts tend 
to flatten out at lower altitudes than for more isolated modes of convection in similar envi-
ronments. 
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Student Notes:  

17.  Summary: Distant Storms

Instructor Notes:  Estimating low-level convergence from distant, persistent convective 
modes is a bit more problematic and relies on circumstantial evidence.  Let's assume a 
cluster or supercell is moving along at a speed and has a large, intense core.  As long as 
you can say this event has an intense gust front capable of forcing the storm-relative low-
level inflow upward through convergence, you could use the forward motion of the storm 
and estimate its convergence as it moves into the low-level inflow.  Be careful, it is hard 
to say what the storm-relative winds within the cold pool are when all you know is the 
storm motion.

Student Notes:  
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1.  Storm Interrogation

Instructor Notes:  This presentation is Severe Track IC 3 storm Interrogation - Estimat-
ing updraft intensity by satellite - part 1. This presentation is 23 slides long and should 
take 20 minutes to complete.

Student Notes:  

2.  Objective

Instructor Notes:  As a motivation for this lesson, there have been times when offices 
are stripped of radar data for various reasons. Satellite data can provide a useful backup, 
or as a tool of confirmation. The objective of this lesson is to qualitatively estimate updraft 
strength from satellite based on two major parameters that you have the capability to 
evaluate The cloud top growth rate in terms of time trends of cloud top temperature and 
height. Temperature and height of the storm Equilibrium Level (EL) Both of these param-
eters, you can evaluate for yourself using the D2D cloud height estimation tool. We will 
discuss this more later in this lesson.

Student Notes:  
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3.  Methods to Estimate Updraft Intensity with Satellite

Instructor Notes:  There are many methods for evaluating storm intensity from satellite: 
Cloud top cooling rates prior to anvilgenesis.   Cloud top cooling rates after anvilgenesis. 
Now we are talking about the cooling rate of the overshooting top Cloud top growth rate 
using the cloud height tool in AWIPS. This technique simply converts cloud top tempera-
ture to height. Otherwise, the physical basis remains the same as 1 and 2. Anvil equilib-
rium level temperature and/or height. In many ways, this technique is better to use than 
cloud top growth rates

Student Notes:  

4.  Prerequisite

Instructor Notes:  I mentioned that the D2D cloud top height tool is used in evaluating 
some of these techniques. This tool was developed by the Aviation Weather Center to 
help forecasters write convective sigmets around the world. Now that this technique is 
available to all, this tool should help you out in convective forecasting. The VISIT pro-
gram has developed a training session for the general use of this tool at http://
www.cira.colostate.edu/ramm/visit/cldhgt.html. The session is generic in the use of this 
tool. Here we provide some specific potential applications.
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Student Notes:  

5.  CTT Cooling Rate Pre-anvil

Instructor Notes:  Satellite-based severe thunderstorm analysis research peaked in the 
mid 1980’s prior to the advent of the WSR-88D because of the incentive to provide more 
information than the old radar system could provide. Some of the results from that time 
are still relevant today but there are caveats since we are now talking about higher reso-
lution satellite imagery. Nevertheless, I present some of the techniques devised then in 
our current framework. Adler et al 1985 approached discriminating severe from non-
severe storms using the cloud top cooling rate determined from rapid scan GOES imag-
ery. After several severe storm outbreaks, they found a fairly good relationship between 
cooling rate and eventual severe weather reports.   This bar chart shows the maximum 
cooling rate found in a storm before it had a chance to produce an anvil. Note that the 
storms that went on to produce severe weather (gray shaded bars) tend to dominate 
when the cooling rates exceeded 2 degrees/minute. This only corresponds to a 4 m/s 
updraft. Poor resolution was blamed for the low values. GOES IR imagers before the 
advent of GOES 8 had a 4X8 km field of view at nadir (below the satellite). Now we have 
routine 2X4km imagery. Today’s cooling rates are higher as a result and so this graph’s 
purpose is to highlight the relationship, rather than specific thresholds.

Student Notes:  
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6.  CTT Cooling Rate Post-anvil

Instructor Notes:  As the storm creates an anvil, and the overshooting top begins to 
extend above it, the cooling rate typically slows down. Following updraft surges also 
have slower cooling rates. The reason is that the overshooting top growth is in a region 
of negative buoyancy. Adler et al 1985 reflects this with much smaller cooling rates. 
Instead of 2 deg/min, now we are talking 0.4 deg/min as a strong severe/nonsevere thun-
derstorm discriminator. Again, these cooling rates reflect the maximum cooling rate 
found in the overshooting top prior to the severe report. Another word of caution, their 
database was limited to major spring severe storm outbreaks with strong vertical wind 
shear. We will look at multiple events as examples later.

Student Notes:  

7.  Cloud Top Cooling Rates Las Vegas Event (Storm A)

Instructor Notes:  This storm is embedded in a monsoon environment with a shortwave 
trough moving northwest through AZ. It is generating off some high terrain north of LAS.   
GOES-10 is in normal scan mode and the D2D cloud height algorithm is basing the cloud 
top height on the KDRA sounding at 12 UTC. It may be a bit on the dry side but should 
be fairly relevant when trending the cloud height and temperature. Right away, notice the 
6 deg temperature drop in the overshooting top in 15 minutes.   This is the pre-anvil 
growth stage of this storm. See http://www.cira.colostate.edu/ramm/visit/cldhgt.html for 
the training on the AWIPS cloud height algorithm.
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Student Notes:  

8.  Storm A Post-anvil Stage

Instructor Notes:  In these three frames of this loop, this storm is now creating an anvil 
and any growth rate during this part of the storm growth can only be compared to the 
growth rates of storms after their respective anvils have formed. 

Student Notes:  

9.  Cloud Top Cooling Rates Plotted for Storm A

Instructor Notes:  Time trends of temperature were taken of this storm from first cumu-
lus to reveal this graph. Note there are large temporal gaps in the imagery which tend to 
overlook rapid growth spurts (see between 1000 and 2500 seconds). Still, the maximum 
temperature rate of –0.9 K/sec occurs in the first stages of the towering cumulus. After 
anvilgenesis the peak cooling occurs as a subsequent updraft surge cools the overshoot-
ing top by 0.4 K/sec at 7200 seconds after initiation. These rates are small compared to 
Adler’s work. Adler et. al 1985 used 5 minute data, and if we had access to such, we 
would get higher rates. However, our higher resolution imagery should be expected to 
produce higher rates than Adler et. al 1985. Do the competing differences cancel each 
other? We don’t know.
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Student Notes:  

10.  Cloud Top Vertical Velocity Plotted for Storm A

Instructor Notes:  Converting temperature rate to growth rate of storm top height gives 
us maximum vertical motions of 5 (2) mph for the pre- (post) anvil stage respectively. To 
create this graph, I simply read off the maximum cloud height found nearby the cursor 
using the D2D cloud height algorithm (see the altitude on the right in the cursor readout) 
These results agree with Adler’s results very nicely. We’ll compare this storm with 
another one that formed closer to Las Vegas.

Student Notes:  

11.  Cloud Top Cooling Rates Las Vegas Storm B

Instructor Notes:  Storm B initiates on the high terrain northwest of the city’s northern 
Suburbs near an implied outflow boundary (inside the white circle). Now we have RSO 
operations going on GOES-10. I cannot emphasize enough the importance of having 
RSO imagery should you try any of these techniques. Note the cloud tops are taller with 
this storm. There are two separate updraft surges within this multicell. This loop shows 
only the first surge, mostly prior to anvil production.
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Student Notes:  

12.  Cloud Top Cooling Rates Plotted for Storms A & B

Instructor Notes:  This graph compares storm A and storm B, where the storm A profile 
is grey. Both have also been set so that the timeline is time from initiation for both storms. 
Note that both of them exhibit rapid growth but storm B is a little more rapid than storm A, 
given the same image frequency. Storm B continues to show the same or more rapid 
cooling through its pre-anvil stage. During the post-anvil stage, the overshooting top is 
also more rapid than storm A. A second updraft surge, shown in purple, exhibits wild fluc-
tuations in cooling rate but that the highest values are higher than with storm A. 

Student Notes:  

13.  Cloud Top Vertical Velocity Plotted for Storms A & 
B

Instructor Notes:  Similarly, using the AWIPS cloud height estimator, peak updraft 
speeds are up to 5.7 (4) mph prior to (after) anvilgenesis.   Actual updrafts are much 
higher given: that the satellite field of view is larger than individual updraft pulses, that 
the IR imager only senses cloud edge in the zone of mixing, and not parcel core temper-
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ature After anvilgenesis, updraft strength converts mainly to anvil-level divergence owing 
to adverse buoyancy gradients Therefore 5.7 mph, or 501 ft/min is a significant number 
in the towering cumulus stage, and 4 mph or 352 ft/min is quite big.

Student Notes:  

14.  Interim Summary: Las Vegas Storms

Instructor Notes:  Storm B went on to produce 70 mph winds and 1” hail. No reports 
came in for Storm A, although I caution that storm A originated over relatively unpopu-
lated territory and there may have been unreported severe weather at the surface. Note 
that we used the peak cooling rates prior and after anvilgenesis for the lifetime of a par-
ticular single or multicell event. Remember that cooling rates pre- and post-anvil are dis-
tinct and should be treated separately.

Student Notes:  

15.  Interim Summary: Cloud Top Cooling Rates

Instructor Notes:  There are real problems using this technique, the worst of them is the 
uncertain image time interval. Cooling rates can be more a function of image frequency 
than anything real. The optimal frequency should be 30 seconds, which the GOES satel-
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lites have done under research operations. Probably the best way to assess cooling rate 
is to compare cooling rates between storms in a similar environment. The next satellite-
based updraft intensity technique may help a bit to account for image frequency prob-
lems. 

Student Notes:  

16.  Anvil Equilibrium Temperatures

Instructor Notes:  When a thunderstorm updraft does reach its own equilibrium level 
(EL), anvil material spreads out to form a relatively flat region around the updraft over-
shooting top. This flat region is relatively large, larger than the field of view of the GOES 
imagery, and therefore, its temperature is easily resolved by the imager. Quantitatively, 
the mode of the brightness temperature reveals the flat region of the anvil. 

Student Notes:  

17.  Anvil Equilibrium Temperatures

Instructor Notes:  Every convective cell has its own equilibrium level, quite distinct from 
what your RAOB or model sounding may tell you.   There are a million reasons for this to 
happen, the most frequent may have to do with dry air entrainment in updraft parcels. 
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Another reason may be that the parcel originated at a level or incorporated air at different 
levels than the chosen method of deriving the theoretical parcel. As a forecaster, you can 
sample the brightness temperature of areas that appear flat around the overshooting 
domes. The equilibrium level brightness temperature can be theoretically converted to 
the updraft parcel ?e for the storm by looking on the sounding for satellite EL at a the 
given temperature and following the moist adiabat down to the surface. Then comparing 
?e based off the satellite EL to that of a representative sounding should provide an 
impression as to how close to the sounding ?e the storm in question realized. A storm 
that is utilizing all of the potential ?e shown in the sounding should have an EL brightness 
temperature close to the EL temperature in the sounding (purple curve with yellow EL). 
Storms experiencing loss of updraft ?e through dry air entrainment, or a different level or 
parcel origin should show a warmer EL brightness temperature than the sounding sug-
gests (yellow curve with red EL). In theory, this technique appears straightforward but 
there are complications as follows: 1. The comparison environmental sounding is not 
representative of the NSE 2. Storm anvils modify the upper-level temperature environ-
ment and change your sounding. Anvils warm the environment at their bottoms and cool 
the environment at the top. Large contiguous anvils push the tropopause upward and 
cool it down so that subsequent updrafts are able to reach cooler brightness tempera-
tures without necessarily being more intense. 3. An inversion at the EL may complicate 
the relationship between cloud height and brightness temperature. As stronger updraft 
pulses create a higher EL, the brightness temperature may not change or even show 
warmer values. Overall, this technique should be better than attempting to find the height 
of an overshooting top and comparing that to the sounding. The reason is that resolution, 
and cloud edge mixing prevents one from deriving an accurate, or even close to accu-
rate, storm top height based on satellite. Even 1 km imager data will not solve the cloud 
edge mixing problem to get a picture of the parcel core temperature. This technique 
works best for: isolated convection growing in an undisturbed environment, that is an 
environment without prior anvil, Good environmental data, EL lapse rate still positive (no 
isothermal layers or inversions)

Student Notes:  
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18.  Teql Example #1

Instructor Notes:  A good example of the application of this technique is to examine 
storm behavior in a comparative sense. On 12 June 2004, two storms in Kansas formed 
along a dryline. Given similar surface dewpoints, storm B looks relatively anemic vs. 
Storm A. Investigating the areas of relatively flat brightness temperature around the over-
shooting gives me an idea that the two storms have highly different EL temperatures. 
Storm A appears to be realizing all the SBCAPE found in the RUC model data in its prox-
imity (see “RUC” in the AWIPS cloud height cursor readout). Storm B appears to be 
grossly under utilizing the SBCAPE available to it, and therefore realizes a much smaller   
?e. Storm B eventually dissipated while A went on to produce all sorts of severe weather.

Student Notes:  

19.  Teql Example #2

Instructor Notes:  Going back to the LSV example, storm B is the storm that struck LSV 
with hail, strong winds, and flooding. Note that Storm A has a much lower EL tempera-
ture than Storm B. It is likely that Storm B is accessing higher ?e air from the Colorado 
River Valley than Storm A. Or Storm A never realized the low-level ?e air available to it. 
Either way, storm A likely has a weaker updraft than B. http://www.cira.colostate.edu/
ramm/visit/cldhgt.html
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Student Notes:  

20.  Teql Example #2 Radar

Instructor Notes:  We can add evidence to the conclusion by noting that Storm B (right 
column) has a much stronger core with higher reflectivities.

Student Notes:  

21.  Test Your Knowledge

Instructor Notes:  

Student Notes:  
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22.  Interim Summary: Anvil Teql

Instructor Notes:  To summarize, assessing the satellite based EL temperature can give 
you clues as to the ?e in the updraft column, and therefore how well the storm is utilizing 
the ?e found in its environment. Use this technique to assess relative updraft strengths 
between adjacent storms. But be careful. The storm anvil should be exposed to undis-
turbed environment free of pre-existing anvils. Equilibrium temperatures may also lose 
their relation to anvil height where isothermal layers or inversions exist across the EL.

Student Notes:  

23.  Interim Summary contd: Anvil Teql

Instructor Notes:  This is an example of the EL temperature and height ambiguity in an 
isothermal layer. All three parcel ?e profiles give out the same EL temperature. I’m sure 
the updraft strengths would not be the same, however.

Student Notes:  
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24.  Other Satellite-based Severe Convection Training 
Materials

Instructor Notes:  Here are some extra satellite-based training sessions that address 
severe storms detection. There is another session centered on a case that illustrates the 
supporting role of satellite data while interrogating storm structure.

Student Notes:  
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1.  Storm Interrogation

Instructor Notes:  Storm Interrogation: Estimating Updraft Intensity with Satellite – Part 
2 This session is a follow up to part 1 of estimating updraft intensity with satellite data. It 
is short with 11 slides and should take 15 minutes to complete. There is no “Test Your 
Knowledge” quiz with this lesson.

Student Notes:  

2.  Objective

Instructor Notes:  This objective uses a case to highlight how the following signatures 
can be used to assist radar in estimating updraft strength and severe storm potential. We 
will mention: Overshooting top characteristics, enhanced-V signatures, anvil shape vs. 
storm-relative anvil-layer flow, and Anvil top temperatures. We will also look at the radar 
presentation of this storm and some near storm environmental information.

Student Notes:  
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3.  Prerequisite

Instructor Notes:  This is a follow up to part 1 of estimating satellite updraft intensity. 
Because of this, many satellite-based signatures will be mentioned but not explained in 
any detail. If there is anything that confuses you, refer to part 1 of this session.

Student Notes:  

4.  Example Case

Instructor Notes:  This is a developing storm in northern Nebraska on 09 June 2003. It 
just recently formed ahead of a dryline bulge near or just south of a warm front. A fairly 
significant 500mb short-wave trough is coming in from the west and SPC has a MDT risk 
out for the area.   The three frames of this loop show what appears to be a supercell 
structure with a low-level sharp concave reflectivity gradient, and what appears to be a 
BWER at 2.4° and 3.4° in elevation, or 21 to 25 kft AGL. However, the surrounding 
reflectivity is extremely weak at high altitudes. The only reflectivities > 60 dBZ are 
located at the lowest slice, well below the freezing level.   Is this echo hole a true BWER, 
one with intense updraft or is it a gap between two cells?   What is this cell capable of 
doing?   Would you issue a warning based on this data alone? Let’s take a look at some 
more information.
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Student Notes:  

5.  ETA Proximity Sounding

Instructor Notes:  Since this storm is not near any RAOB sounding, I chose to pick an 
ETA analysis sounding at 00 UTC. During the actual event, this would’ve been impossi-
ble but a RUC or LAPS sounding showed a similar sounding profile to this one. This 
sounding shows strong 0-6 km shear of 30 m/s, more than enough for supercells. Steep 
lapse rates and high CAPE means any storm could go severe quickly and be supercellu-
lar in nature.   The environment supports the radar structure to be more supercellular 
than two components of a multicell. But how to explain the low reflectivities?

Student Notes:  

6.  Reflectivity Based Vertical Profiles: 2245 UTC

Instructor Notes:  If I take the vertical reflectivity profile for this event, and apply the 
HDA/VIL tool discussed in the lesson on updraft intensity and reflectivity core heights, I 
see a slowly decreasing profile of reflectivities, especially where it is needed to increase 
the Severe Hail Index (SHI). VIL reaches only 33 kg/m2, VIL density is only 2.39 g/m3, 
and SHI is far less than what’s needed for a Probability Of Severe Hail (POSH) of 90% (it 
is only 41%). The Maximum Expected Hail Size (MEHS) seems a bit high given this pro-
3 of 8



Warning Decision Training Branch
file but it is barely over severe limits. Both VIL and VIL Density are far below any mini-
mum threshold discussed in the literature for a warning. The reflectivity profile does not 
support any warning, and hasn’t in all three volume scans.

Student Notes:  

7.  Visible Satellite Imagery: 2245 & 2300 UTC

Instructor Notes:  The GOES-12 visible imagery shows a well defined overshooting top 
with a long anvil downwind and yet, significant upwind anvil growth. The Storm Relative 
anvil layer flow is about 20 m/s which is in the range to support classic supercells accord-
ing to Rasmussen and Blanchard (1998). The presence of upwind anvil growth and the 
classic oval shaped anvil in the face of 20 m/s SR anvil layer flow supports the shape 
and morphology of the radar structure implying a severe updraft. 

Student Notes:  

8.  IR Satellite Imagery: 2245 & 2300 UTC

Instructor Notes:  The GOES-12 IR imagery indicates that the brightness temperature 
EL based on the AWIPS cloud height tool is about where the ETA analysis expects it to 
be. However, note that there is an isothermal lapse rate across the EL. This means that a 
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fairly broad range anvil EL heights may give similar brightness temperatures. We will not 
use the EL method here. However, the presence of a weak Enhanced-V and a cold over-
shooting top supports the visible imagery and the radar reflectivity shape that this storm 
is a supercell. 

Student Notes:  

9.  Summary of Available Data for a Warning Decision

Instructor Notes:  To summarize, the radar showed weak overall reflectivities. The HDA 
and techniques using the vertical reflectivity profile of this storm fail to indicate the poten-
tial for severe weather. The presence of a WER is suggested but the classic definition of 
a WER is one that is overlaid by an intense echo overhang. This is not a classic WER 
and the same logic applies to the BWER presented here.   The GOES 12 IR/VIS data 
support the argument that the WER and BWER are legitimate indicators of a severe 
updraft, even if they are not surrounded by high reflectivities aloft. The enhanced-V indi-
cates the presence of a strong, persistent updraft in a sheared environment. Evidence of 
an overshooting top and upwind anvil growth against 40 kts of SR anvil layer flow both 
add additional support for a severe updraft.   The storm appears to be a supercell with a 
strong updraft. This is not a high end updraft capable of creating baseball hail but it 
appears at least strong enough to support golfball hail. The lack of intense reflectivities 
suggest an LP supercell in appearance and probably has difficulty in developing any kind 
of severe downdraft. I will go for golfballs in this storm and they are likely to be widely 
scattered otherwise high reflectivities would show up throughout the storm. 
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Student Notes:  

10.  SRM Velocity Data for this Event

Instructor Notes:  I purposely kept the velocity from entering into our analysis until now. 
But upon showing it, this storm clearly has a classic midlevel mesocyclone and intense 
updraft summit divergence of nearly 160 kts. This only adds evidence and confidence 
that this updraft is significantly strong.   At 2300 UTC, golfball hail was observed by storm 
chasers from a supercell with visually LP appearance. 

Student Notes:  

11.  Summary

Instructor Notes:  This is a low precipitation supercell that has a higher severe hail 
potential than any VIL or HDA products can estimate. There is a BWER and the proper 
shape of a supercell but the criteria that the BWER must be surrounded and capped by 
high reflectivities not being met might cast a bit of doubt about the structure indicating a 
severe updraft. However, the presence of an enhanced-V, large overshooting top, and 
the velocity structure showing a strong mesocyclone and storm top divergence adds 
credibility to the fact that this storm’s updraft is very strong.
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Student Notes:  
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1.  Storm Interrogation

Instructor Notes:  Storm Interrogation – Tornado Warning Guidance – Stormscale 
Induced Storm Relative Helicity Signatures This lesson is relatively short, only 11 pages 
long. It should take 10 to 11 minutes to complete.

Student Notes:  

2.  Objective and Motivation

Instructor Notes:  The objective of this lesson is to provide you considerations on how a 
potentially tornadic supercell may enhance Storm-Relative Helicities (SRH) in its storms-
cale environment. These considerations are based on results from recent project VOR-
TEX experiments and other studies.   It is important to know which storms enhance SRH 
more than others due to factors that you cannot detect on the mesoscales.   Some 
storms may modify their local environment more than others and it is important to deter-
mine which ones may do so.

Student Notes:  
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3.  Anvil-induced Baroclinity

Instructor Notes:  Anvil shading induced baroclinicity is a phenomenon that was pro-
posed by Markowski 1998 after examining several cases, some going back to the early 
1980’s to several events from project VORTEX including the June 08, 1995 tornado out-
break in the Texas Panhandle. In these cases, Markowski noted significant surface tem-
perature drops induced by the loss of solar insolation under the forward anvils of 
supercells. The June 08 case shown above is an analysis of surface temperatures from 
the Oklahoma mesonet. Note the significant temperature gradient forming under the 
southern anvil edge. After a scale analysis of horizontal vorticity production resulting 
from this temperature gradient, Markowski found that mesocyclonic vorticities can 
develop in as little as 20 minutes for air parcels residing in this anvil shadow induced 
temperature gradient.   Two features are needed to support evidence of horizontal vortic-
ity production by anvil shading: The low-level inflow needs to be roughly parallel to the 
anvil-layer SR flow so that the low level flow parallels the anvil edge.   Solar insolation 
must be significant surrounding the anvil to set up the relative cooling under the anvil.

Student Notes:  

4.  Anvil-induced Baroclinity Example

Instructor Notes:  This event, occurring on May 6, 2001 in Southern Oklahoma shows 
an anvil that may be a good candidate for anvil-induced horizontal vorticity production. 
The anvil layer SR flow and storm motion are nearly parallel. Low-level inflow is nearly 
opposite to the anvil layer SR flow. The anvil shadow edge should remain relatively fixed. 
Low-level air parcels acquire increasing horizontal vorticity in the anvil edge-induced 
thermal gradient the longer they remained in that region. Markowski found that 20 min-
utes residence time was sufficient to generate mesocyclonic horizontal vorticity of .01 s-
1. The depth of shadow-induced cooling was found to be less than 200 m deep. How-
ever, the shallow layer shear is also the greatest tornado/non-tornado discriminator for 
mesocyclonic tornadoes.   Perhaps there is some forecasting value to looking for anvil-
induced enhancements to 0-1km SRH but the evidence to date is weak. This is certainly 
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a parameter not to depend on to make your tornado warning decision. But if the situation 
presents itself favorably, you may want to take note.

Student Notes:  

5.  Forward Flank Downdraft Gust Fronts?

Instructor Notes:  Forward flank downdraft gust fronts have long been recognized as a 
potential source of enhanced SRH through buoyancy gradient induced horizontal vortic-
ity formation. Numerous stormscale numerical modeling studies continue to support the 
production of low-level mesocyclogenesis through tilting of forward flank gust front hori-
zontal vorticity.   This mechanism had failed to show up for most VORTEX project cases 
in 1994 to 1995, and also during most subsequent cases that were sampled by mobile 
mesonets. Clearly the necessity of a forward flank gust front for tornado production was 
shown not to be true in general. However, do not ignore the presence of a forward flank 
gust front when one does materialize. There have been several documented events with 
marginal low-level pre-storm shear that likely were enhanced by the production of a for-
ward flank gustfront and resultant horizontal vorticity.

Student Notes:  
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6.  Example with Forward Flank Downdraft Gust Front

Instructor Notes:  Low-level Forward Flank Downdrafts (FFD) and gustfronts are 
favored in environments with evaporational cooling potential from sufficiently large near 
surface dewpoint depressions. This event on 13 June 1998 is a strong candidate for this 
kind of event. On this day, there was strong deep layer shear and very large CAPEs. 
Dewpoint depressions averaged between 15 and 20° C.   Note 0.5 ° radar scan overlaid 
by mesonet data for the same time shows one mesonet with a northeast wind on the 
south side of the forward flank core. Horizontal vorticity, and SRH are likely to be 
enhanced in this region just south of the core upon which the updraft ingests this to 
assist in low-level mesocyclogenesis. Shortly after this image, an F1 tornado formed and 
lasted about 10 minutes.

Student Notes:  

7.  Example Without Forward Flank Downdraft Gust 
Fronts

Instructor Notes:  If an environment with 15 to 20 °C dewpoint depressions can gener-
ate a FFD gustfront, then an environment with a nearly saturated boundary layer may 
inhibit FFD formation. May 3, 1999 provided a classic example. Here, dewpoint depres-
sions were on the order of a few degrees. There was much weaker evidence of a signifi-
cant FFD gustfront across the south edge of the forward flank core in northern Cleveland 
County. Despite the lack of well defined FFD boundaries, this day produced exception-
ally long tracked, violent tornadoes. Many of the VORTEX cases had similar environ-
ments.
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Student Notes:  

8.  Accelerated Inflow

Instructor Notes:  Mesocyclones, by virtue of their enhanced vertical pressure gradi-
ents, often assist buoyancy in generating a strong updraft, and consequently, enhanced 
inflow. Enhancing inflow speeds also enhances SRH given the same embedded stream-
wise vorticity.   The southern supercell shows very obvious enhanced inflow while the 
northern one does not. I will let you speculate as to why that is the case. This event 
which occurred on 29 May 2001 east of Amarillo, TX produced several tornadoes, but 
only from the northern supercell. Note that a FFD boundary shows up in the velocity 
product in the southern storm. This boundary is likely to reside along the inflow cloud 
band observed in the photograph. 

Student Notes:  

9.  Accelerated Inflow Modifying Storm Induced 
Hodograph

Instructor Notes:  Accelerated inflow is often not just a shallow feature, and seems to 
increase in strength as the deep layer shear increases. Observations from the field also 
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suggest that supercells utilizing very high CAPE (>4500 j/kg) appear to have significantly 
stronger inflows than weaker CAPE storms. The hodograph on the left was taken from 
the RUC model sounding east of the Spencer, SD tornadic storm on 30 May 1998. Envi-
ronmental low-level flow was almost nonexistent. However, there was extreme CAPE 
and very strong 0-6 km shear (50 kts). Spotters just ahead of the supercell reported 
inflow of at least 20 kts. Using a little artistic license, the hodograph has been modified in 
the lowest 6 km based on their observations and a small numerical study by Weisman et. 
al (2000).

Student Notes:  

10.  Accelerated Inflow via Numerical Modeling

Instructor Notes:  Weisman et. al (2000) ran several experiments where the pre-storm 
environmental 0-6 km shear was changed, and then the 0-6 km shear was analyzed dur-
ing the lifecycle of the modeled convection. Their experiments show a large increase in 
storm-induced shear, with shear values increasing with decreasing distance from the 
storm (see sounding points C to B to A) on the right hand side. The earth colored shaded 
regions ahead of the reflectivity core of the storm show where the storm has affected the 
0-6 km shear fields. Some of the shear is induced by accelerated low-level inflow, while 
some is induced by accelerated midlevel flow on the south and southeast sides of the 
mesocyclone. Lowering the pre-storm shear produces nonsupercell storms and lower 
enhancements to the storm proximity shear (see the left side). 
6 of 8



AWOC Severe Track FY12
Student Notes:  

11.  Choices

Instructor Notes:  

Student Notes:  

12.  Summary: Low-level SRH Enhancement

Instructor Notes:  Low-level SRH enhancement can be detected close to the radar in 
the form of forward flank outflow boundaries, and storm-induced inflow acceleration. Far 
from the radar, your information content goes down and the need for inference and intu-
ition go up. FFD boundaries are most likely to become prominent when supercells pro-
duce long forward flank cores and there are adequately high dewpoint depressions in the 
boundary layer. Another, less tested consideration, is the anvil baroclinity. Look for this 
where the anvil extends ahead of the anticipated storm motion and there is strong solar 
insolation outside the anvil shadow.
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Student Notes:  
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1.  Storm interrogation

Instructor Notes:  Welcome to the AWOC Severe Track  Part 1: Near range tornado-
genesis signatures viewed by the WSR-88D This lesson is 18 slides long and should 
take 20-25 minutes to complete. Part 2 of this duo examines near range tornadogenesis 
by the TDWR 

Student Notes:  

2.  Part 1: Near range tornadogenesis signatures

Instructor Notes:  The appearances of the classic mesocyclone and TVS are quite dif-
ferent when these features become large relative to the beam width. As we will see, the 
TVS may not represent the entire tornado cyclone, but perhaps an increasingly small 
part of it. The mesocyclone may not even look like a coherent rotational structure when 
smaller velocity structures within can be resolved.   On the other hand, it is these close 
ranges where radar data becomes by far the most useful tool because of the extreme 
detail it can portray.   There are two objectives in Part 1: Recognize how tornado precur-
sor signatures such as the mesocyclone and TVS appear in ranges less than 50 km 
Interpret tornado signatures that can only be detected at close ranges.
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Student Notes:  

3.  Part 1: Near range tornado signatures

Instructor Notes:  This lesson, using two cases that represent a growing number of doc-
umented close range tornadic events to radars, will show the appearances of a TVS and 
mesocyclone at close range, low-level convergence signatures, the finescale appear-
ance of hook echoes, and debris signatures.

Student Notes:  

4.  Mesocyclone comparison: distant vs. nearby radar

Instructor Notes:  This case on May 8, 2003 resulted in an F4 tornado that struck 
Moore, OK and was observed at close ranges by KTLX WSR-88D, a nearby TDWR, and 
the experimental radars at NSSL and the ROC. All the radars observed the entire lifecy-
cle of the tornado less than 15 miles in range.   To start off, we show the appearance of 
this mesocyclone at approximately 10 kft AGL from two radars of different viewing angles 
but 90 nm away to that of KTLX, only 17 nm away just before the start of the tornado at 
2205 UTC. To the northwest, KVNX lucks out and manages to sample the tornado 
cyclone with an almost 0.5° offset angle (See IC3-III-A) resulting in a gate to gate signa-
ture that easily is strong enough to be called a TVS if it has vertical continuity. None of 
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the strong flow around the storms right flank can be detected because of weak returned 
energy. KFDR, 90 nm southwest, suffers from range folding problems in the area of the 
mesocyclone for the same reason. Other volume scan times show better resolved strong 
outbounds on the right flank of the storm and KFDR is well positioned to see the flow 
around the right side of the mesocyclone; some gates show > 100 kts of outbounds. 
KFDR is barely able to resolve the gate to gate tornado cyclone signature. KTLX, 17 
miles away, and with an elevation in the center of the 0.5° slices of the other radars, is 
close enough to resolve the low reflectivity, high velocity signature on the storms right 
flank. This is often visualized as rapid horizontal motion in the cloud bands to the right of 
the visual storm updraft at midlevels and comprises part of the mesocyclone as viewed 
from more distant radars. These high inbounds are nearly completely separate from the 
occluded portion of the mesocyclone (or tornado cyclone) within the hook echo and 
inside the rear flank downdraft.   Note that the tornado cyclone does not show the maxi-
mum velocities in this circulation in adjacent gates at this elevation angle. There is a 90 
kt gate to gate velocity difference, but higher velocities exist at greater ranges from the 
tornado cyclone center. Sometimes a circulation may not even show up as a TVS at 
these ranges and yet be very tornadic. 

Student Notes:  

5.  Near range tornadogenesis signatures: 08 May 2003

Instructor Notes:  The environment on this day was very supportive of tornadoes, low 
LCLs, 0-1 km wind shear exceeding 25 kts, CAPE on the order of 4000 j/kg, no CIN and 
a strong dryline west. A PDS tornado watch is in effect and any supercell in the stage of 
development shown above is likely to have high tornado potential. We’ll take a walk 
through of common signatures at near range leading up to the tornado. We’ll start at 
2145 UTC, about 20 minutes before tornado time. Two slices are displayed, the lowest 
slice at 1 kft AGL, and the other at 11 kft AGL. As the storm approaches the radar, I will 
change elevations to keep sampling the storm between 8 and 11 kft for the upper slice. 
Several precursor signals are coming together for tornadogenesis. The higher reflectivity 
slice shows evidence of a strong midlevel updraft signified by a BWER. Strong velocities 
appear on the right flank of the storm updraft comprise a well developed mesocyclone, 
more evidence that air is accelerating strongly upward between the surface and 10 kft. 
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Also at 10 kft, there are areas of separate inbounds and convergence which may indicate 
an RFD. Near surface velocities show almost pure speed convergence. But that conver-
gence is under a mesocyclone further indicating some stretching potential is there for 
any near surface vorticity in the vicinity. At this time, there is no significant RFD outflow 
surge and low-level convergence is fairly weak. Given the elevated convergence, an 
RFD outflow surge may seem likely.

Student Notes:  

6.  Near range tornadogenesis signatures

Instructor Notes:  At 2155 UTC, 5 minutes later, the low-level velocity shows the RFD 
outflow surge may indeed be underway. Convergence at its nose ramps up considerably. 
But note there is no rotation. Above the RFD surge, note the inbounds and midlevel con-
vergence increases a little behind the low-level convergence (accounting for system 
motion before the radar scans at 10 kft AGL) and is marked by the dotted white bound-
ary. An area of precipitation forming above and behind the low-level RFD surge a feature 
that has been observed before prior to tornadogenesis and may have some relationship 
that has not been identified yet. We often call this a Descending Reflectivity Core (DRC).

Student Notes:  
4 of 14



AWOC Severe Track FY12
7.  Near range tornadogenesis signatures

Instructor Notes:  At 2200 UTC, the elevated precipitation blob connects with the low-
levels to form the beginning of a hook echo. The part of the hook about to curl to the east 
lies in the middle to south part of the RFD surge. Strong convergence begins to broaden 
north to south just ahead of the hook echo. Note that the inflow into this convergence 
(visualized as outbound low-level velocities) increases too. At 8.7 kft AGL, small scale 
circulations begin to develop, nearly overhead of the low-level convergence. Developing 
rotation above strengthening low-level convergence, all underneath a strong echo over-
hang (not shown) signifies stronger and more immediate mesocyclonic tornado precur-
sor signals. 

Student Notes:  

8.  Near range tornadogenesis signatures

Instructor Notes:  At 2205 UTC, the southern of the two circulations at 8.7 kft AGL con-
solidates and links with the rapid onset of circulation at the lowest level. This is tornado-
genesis underway. The hook echo extends further east embedded on the strengthening 
RFD surge, now right of the circulation, now a tornado cyclone.   Note that the radar must 
complete many scans before adequately sampling the low- and midlevels of this storm. 
Meanwhile the circulation is progressing eastward causing an artificial tilt of all features 
in the direction of storm motion.
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Student Notes:  

9.  Near range tornadogenesis signatures

Instructor Notes:  The tornado cyclone is still dominated by an RFD jet on its right side. 
At 8.7 kft AGL, note that the tornado cyclone (inner circle) still has the maximum 
inbound/outbound velocities away from the center. A TVS is present after noting the 
gate-to-gate shear of adequate magnitude. Some tornado cyclones at this range fail to 
show a TVS. The larger mesocyclone is still evident at 8.7 kft as a separate circulation 
from the tornado cyclone. Visually, the tornado cyclone is mostly RFD outflow swirling 
toward the cyclone center. The RFD air contains the hook echo. Part of that hook may be 
falling out of a deep dry slot carved out of the updraft (white shaded comma shaped 
region), which in turn, conforms roughly to the RFD gust front boundary. Thus the updraft 
becomes more horse shoe shaped. Not all updrafts will undergo this shape transforma-
tion to a horse shoe, but most will while low-level mesocyclogenesis commences. One 
other interesting effect of the RFD surge is that an area of anticyclonic vorticity can accu-
mulate on the right side of the surge. If the radar is close enough and the anticyclonic cir-
culation is large enough, you may see it visualized in the reflectivity data as an 
anticyclonic flare echo. What you are seeing is likely a reflection of baroclinic vorticity 
forming at the nose of the RFD in the form of arches, the south side of the vortex arch is 
anticyclonic, the north side, cyclonic. Sometimes this sheet of anticyclonic vorticity coin-
cides with the tail part of the updraft over the trailing gust front and anticyclonic tornado-
genesis may be the result 
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Student Notes:  

10.  Near range tornadogenesis signatures

Instructor Notes:  The RFD surge in combination with increasing storm-relative low-
level inflow increases convergence rapidly just before tornadogenesis. Low-level conver-
gence values rise above .01 s-1 across a one km baseline. There is perhaps a 1 to 10 
minute leadtime before tornadogenesis in this case.

Student Notes:  

11.  Another example of low-level convergence

Instructor Notes:  A close range tornadogenesis event occurred just south of Pocatello, 
ID on 28 April 2003. This time, the radar was left of the storm track, whereas on 08 May 
2003, the radar was to its right. The different viewing angle precludes viewing the full 
strength of the RFD surge; it is directed more to the east instead of straight at the radar.  
At 2256 UTC, the RFD gust front is evident as a horse shoe shaped region of conver-
gence turning to shear on the left side. Given the ground clutter on the lowest slice, the 
convergence appears a little better at the 1.5° slice. The larger mesocyclone appears 
best at 10 kft AGL at 2256 UTC with more pure convergence below in the lowest two 
slices. A tornado cyclone also forms at 10 kft AGL over the left side of the RFD horse-
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shoe shaped gust front. The next scan at 2301 UTC shows the tornado cyclone extend-
ing to ground level and tornadogenesis commenced. 

Student Notes:  

12.  Near range mature tornado signatures

Instructor Notes:  Going back to the 08 May 2003 tornado, we now look at some mature 
tornado signatures that show up only at near ranges. The lowest velocity scan now 
shows a more symmetrical tornado cyclone, although the RFD inbounds still provide 
some asymmetry to the circulation. The RFD shows strong connection to the downdraft 
and outflow from the forward flank region of the storm’s core.   The tornado cyclone and 
larger mesocyclone still appear as separate circulations at 10 kft AGL. Note, however 
that on the right flank of the midlevel mesocyclone, a separate area of enhanced 
inbounds increase in strength that indicates the development of localized updraft rotation 
and the beginnings of a new separate mesocyclone. Perhaps the most notable signature 
is the existence of a small area of strong reflectivities at the tip of the hook echo in the 
lowest scan. This small area of reflectivity appears just as the tornado destroys struc-
tures near I-35 in Moore. The reflectivity “ball” is the signature that the radar is detecting 
debris. The follow up session to this shows another region of even more intense reflectiv-
ities viewed by the TDWR.
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Student Notes:  

13.  Near range mature tornado signatures

Instructor Notes:  As observed from the ground to the northwest, and a couple minutes 
before the radar image, the tornado is beginning to loft debris several hundred feet into 
the air. At 16 miles range, large debris at this altitude is enough to be detected by the 
radar. Again, the debris needs to be large to present a significant radar cross-section. 
Dust particles alone are not enough to provide reflectivities that exceed normal reflectivi-
ties associated with the hook echo and other natural scatterers (e.g., insects).

Student Notes:  

14.  Near range mature tornado signatures - debris

Instructor Notes:  At 2225 UTC, the tornado impacted the General Motors plant in 
Southeast Oklahoma City resulting in a significant upward surge in debris. 
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Student Notes:  

15.  Is the close range TVS a tornado?

Instructor Notes:  A question often arises as to whether the tornado core can be ade-
quately sampled by the WSR-88D at close ranges. On May 3, 1999, the Doppler On 
Wheels (DOW) sampled a large tornado within a few km range. The small velocity cou-
plet signature from the DOW that can be seen at two different times, 0013 UTC and 0027 
was the tornado core. Its radius was chosen as the radius of maximum winds found 
around the tornado center. Superimposing the white circle at 0013 UTC, marking the tor-
nado diameter on the WSR-88D from KTLX (20 miles range), and the test bed WSR-
88D, KCRI (12 miles range), you can see that the tornado core is still far smaller than the 
individual gate sizes from both radars. Even when the radar was closer (16 miles from 
KTLX, 8 miles from KCRI) the tornado core diameter is still too small for the two radars to 
resolve it. Adequate tornado sampling requires about 4 azimuthal gates across the core.   
Other factors also hinder adequate velocity sampling of the tornado: The tornado offset 
angle from the beam centerline is too small, or a single range gate is sampling both sides 
of the tornado. Most of the returned power to the radar comes from relatively slow mov-
ing debris. You don’t see the velocity spectra, only the velocity from which the radar 
detects the greatest returned power.

Student Notes:  
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16.  Extreme tornado size

Instructor Notes:  So far in this lesson we’ve shown you that large tornadoes are not 
resolvable by the WSR-88D because of the gate to tornado size ratio is not large 
enough. However, since this lesson was first introduced, we’ve seen a couple events 
where the tornadoes were large enough to call our first assumption into question. Fea-
tured here is the Trousdale tornado from 0325 UTC, 05 May 2007. The inbound/out-
bound velocity maxima in this image are approximately 105 and 118 kts respectively. 
These velocities are certainly in the tornadic range, even with the limitations of the power 
weighting. The width of the damage track corresponds to a tornado width > 2.6 km 
though the core flow of this tornado was estimated to be close to 2.6 km. That’s wide 
enough for the WSR-88D to sample this core with three azimuthally adjacent scans. We 
are very close to resolving the tornado here even at a range of 38 nm. See the paper by 
Lemon and Umscheid by clicking on the link in the lower right for a more detailed discus-
sion on this event.

Student Notes:  

17.  Superresolution impact on resolving tornado scale

Instructor Notes:  The recent addition of super-resolution data adds the ability to detect 
features associated with tornadoes at greater ranges. This is especially true with reflec-
tivity data where you’re now able to view the individual 0.13 nm range gates. As a result, 
you are now more likely to see features associated with tornadoes such as vortex holes, 
and anticyclonic flares in hook echoes. The top reflectivity image shows an anticycloni-
cally-shaped hook echo appendage much more clearly than the legacy resolution prod-
uct on the bottom. While the main features in the SRM show up in both images, the 
velocity difference is a little larger in the SR product. Superresolution data is extremely 
useful in resolving features scanned by the radar such as tornado cyclones and vortex 
holes. However, you still have the range limitations of detecting certain features such as 
low-level convergence. For more information on super resolution data, I refer you to our 
training linkable in the lower right.
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Student Notes:  

18.  Choices

Instructor Notes:  

Student Notes:  

19.  Summary: Close range rotation signatures

Instructor Notes:  To summarize, close range rotation signatures are more complex in 
scales.   At close ranges, the TVS is the manifestation of the tornado cyclone. The meso-
cyclone does not appear as symmetric as before, with most of the strong velocities dis-
placed to the right side of the updraft for cyclonically rotating storms. At low-levels, the 
mesocyclone may not appear at all.
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Student Notes:  

20.  Summary: Close range tornadogenesis signatures

Instructor Notes:  Remember that these signatures apply best to mesocyclone induced 
tornadoes. Tornadogenesis signatures appear at low-levels as the RFD begins to 
develop. Convergence increases dramatically at low-levels and should appear under a 
midlevel mesocyclone and other strong updraft signatures. Only immediately before tor-
nado formation is there any appearance of a tornado cyclone at low-levels. The conver-
gence signature gives you on the order of 5 to 10 minutes of lead time. The onset of an 
intense tornado cyclone may only appear within a minute of tornadogenesis. The hook 
echo may appear to extend in length and definition as the RFD develops. More recent 
research work has suggested that a descending ‘blob’ of reflectivity on the back side of 
the storm may contribute to RFD genesis. As the RFD matures and begins to develop 
low-level rotation, an anticyclonic flare echo may be detected right of the main hook 
echo. Anticyclonic tornadoes are most likely if this anticyclonic flare coincides with the 
gust front underneath strong updraft.

Student Notes:  
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21.  Summary: Close range mature tornado signatures

Instructor Notes:  Close range radar signatures of a mature tornado include good sam-
pling of the tornado cyclone. Sometimes, the sampling is such that no gate to gate TVS 
strength signature appears in the tornado cyclone. The RFD gust front appears well 
defined, and there may be other vortices appearing along its interface.   If the tornado is 
ejecting large debris (e.g., tree branches, building parts), a reflectivity debris ball may 
appear as a small region of very high reflectivities extending upward several thousand 
feet or more.

Student Notes:  
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1.  Storm interrogation

Instructor Notes:  Welcome to the AWOC Severe Track ICsvr3: Part 2, Near range tor-
nadogenesis signatures viewed by the TDWR This part follows part 1 of near range tor-
nadogenesis signatures by the WSR-88D. It is approximately 13 slides long and should 
take about 10 minutes to complete.

Student Notes:  

2.  Objectives

Instructor Notes:  As objectives, you should familiarize yourself with the applications 
and weaknesses of using the TDWR for analyzing close range tornadogenesis signa-
tures. The same applications and weaknesses should apply to the interrogation of many 
meteorological features. This lesson will also help you become more familiar with the 
characteristics of the TDWR. At this point, development is underway to send TDWR data 
to WFOs on an operational basis. Thus for any site that has a TDWR in your CWA, this 
lesson will have more relevance to you.

Student Notes:  
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3.  Part 2: Near Range TDWR Tornado Signatures

Instructor Notes:  We will look at the similar events as with part 1, a close range meso-
cyclonic tornado formation case in Norman, OK, and a nonmesocyclonic case from Salt 
Lake City, UT. You will see how TVS signatures and mesocyclones appear in the TDWR, 
how low-level convergence signatures appear, how hook echoes become more compli-
cated, and at the sensitivity of the TDWR to debris signatures.

Student Notes:  

4.  TDWR vs WSR-88D

Instructor Notes:  The TDWR operates at 5 cm and is more susceptible to attenuation 
in heavy precipitation. However, this wavelength is more conducive to detecting most 
nonprecipitating echoes such as insects. One of the TDWR volume scan strategies 
allows for one minute sampling at the 0.5° angle while sampling other elevation angles 
on a 2.5 minute basis. The real advantage comes with the 1 minute sampling when a 
storm is undergoing tornadogenesis.   The beam width of the TDWR is half that of the 
WSR-88D. Add a shorter range gate due to a faster PRF, and the TDWR delivers much 
higher resolution, 4 times more data than a single range gate from the WSR-88D. The 
tradeoff is that the maximum unambiguous velocity (from here on, Vmax) is a lot lower 
for the TDWR. Examples will show the effects on real information coming next.
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Student Notes:  

5.  WSR-88D vs. TDWR (vel.)

Instructor Notes:  Here are two views of a mature tornado cyclone at 8 miles the radar. 
The WSR-88D, left adequately samples the high velocities associated with the right flank 
of the tornado cyclone but washes out the tight velocity couplet that should be there 
given that the tornado is in its mature stage. The resolution of the TDWR produces a 
much tighter velocity couplet on the same order of size as the damage track being pro-
duced by the tornado (within the area bounded by the thin white perimeter). But notice 
that some aliased velocities exist near the circulation center, just on its left side. Much of 
the May 08, 2003 results are from a paper by Mike Charles (2003) while working with the 
NWS OUN as a summer student in the Research Experiences for Undergraduates 
(REU) program and with Dave Andra, Dan Miller, and Mike Foster serving as mentors.

Student Notes:  

6.  Near Range Tornadogenesis: TDWR - 08 May 2003

Instructor Notes:  Displayed here is a 4 panel image of the 2.5°, and 5.1° velocity and 
reflectivity slices as the supercell is about to generate its first tornado. Each scan is 
roughly 3 minutes apart starting at 2141 UTC. The 2.5° slice ranges from 1.6 km AGL at 
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the beginning to 0.3km AGL at the end of the loop. The 5.1° slice starts from 2.8 km to 
0.6 km in a similar way.   The first few times show the strong inbounds south of the devel-
oping hook echo, and above 1.6 km AGL. The inbounds are folded once to outbounds 
and then again to inbounds again in the 5.1° slice from 2141 to 2148 UTC. At 2150 UTC, 
the 5.1° slice shows strong convergence on the back side of the hook echo. These veloc-
ities are folded over to outbounds. This is the elevated convergence of air flowing into the 
RFD, possibly visually manifesting itself as the “waterfall” of clouds on the back side of 
the updraft as long as the precipitation is not too dense. At 2156 UTC, the storm 
approaches enough that both slices samples well below cloud base where the RFD is 
mostly outflow. Again, the outflow winds exceed Vmax and are folded to outbounds. Con-
vergence is much stronger along the nose of the gust front. At 2202 UTC, the RFD out-
flow is curling to the north ahead of the supercell updraft core causing an area of strong 
outbounds northwest of the radar. These outbounds exceed Vmax and are folded to 
appear as inbounds. Note at the same time in the 5.1° slice southwest of the hook echo, 
the strong inbounds of the midlevel mesocyclone. Also at the same time, the hook echo 
appears to gain some anticyclonic curvature just south of the strong RFD surge. At 2205 
UTC and after, the strong tornado cyclone is apparent as a couplet of inbounds and out-
bounds, both sides with velocity folding. The tornado track begins at this time, visible on 
the map in a thin white perimeter. The hook echo has an inflection point, where it 
changes shape from cyclonic to anticyclonic at the tornado location.   The shape of the 
hook echo deforms in this case as a result of the RFD surge. Anticyclonic vorticity is 
found to right of the tornado track. Sometimes, this deformation may appear as a small 
scale bow with a cyclonic, anticyclonic vortex pair.

Student Notes:  

7.  Convergence vs. Time Plots for Both Radars

Instructor Notes:  An analysis of maximum convergence found at the lowest elevation 
from both radars show increasing values before first tornado. The improved TDWR tem-
poral resolution results in more noise and sharper increases in the RFD convergence. 
Note that both show rapid increase in convergence less than 5 minutes before tornado 
time. Note that the trend line in the WSR-88D shows a false picture of slowly increasing 
convergence. Unfortunately, you only see the convergence represented by the data 
4 of 8



AWOC Severe Track FY12
points and thus the WSR-88D gives you less lead time to convergence increase than the 
TDWR. The TDWR maximum convergence exceeds .02 s-1, a third higher than that of 
the WSR-88D.

Student Notes:  

8.  Near Range Tornadogenesis TDWR Reflectivity 
Signatures

Instructor Notes:  The one minute resolution of the TDWR is just about enough to track 
individual reflectivity patterns northwest to southeast along the hook echo channel. As 
this loop proceeds, the onset of the debris signature in the TDWR occurs right as the 
damage track begins. The WSR-88D cannot detect it as early.   During the event, fore-
casters, and ham radio operators were able to relay minute by minute positions of the 
tornado as it plowed through Moore and South Oklahoma city. This level of communica-
tion helped emergency responders at a level not done before. 

Student Notes:  
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9.  TVS Delta-V

Instructor Notes:  The TDWR should provide stronger values of velocity difference in 
the TVS signature than the WSR-88D. Stronger may not be necessarily better when 
assessing tornado potential since just about all TVSs may appear stronger with finer res-
olution. However, the chance for early detection of a tornadic circulation is much greater 
with the TDWR. Given the better temporal resolution, the structure of the time/height 
trends show more detail. In either case, both KTLX and the TDWR clearly show the TVS 
signature strengthen during the mature stages of the tornado.

Student Notes:  

10.  Accuracy of WSR-88D and TDWR TVS Track vs. 
Damage

Instructor Notes:  Finer resolution does mean finer accuracy in positioning the tornado 
with the TDWR. Upon zooming in on the F-scale contour damage map, the lowest slice 
circulation center of the WSR-88D (black line) is a quarter mile off from the axis of worst 
damage. The TDWR track (red line) is just about dead center on the damage. 

Student Notes:  
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11.  TDWR: Case #2

Instructor Notes:  Another case has been published in Weather And Forecasting by 
Larry Dunn and Steve Vasiloff where the TDWR data were compared to the WSR-88D 
for the Salt Lake City tornado. The differences in distance between these two radars is 
much greater, with the TDWR in close proximity to the damage track. The fine resolution 
and number of beams below the 0.5° slice of the KMTX WSR-88D make the TDWR 
there indispensable for analyzing small features in the Salt Lake Valley. The tornadic 
storm here barely showed any gate to gate signature, labeled as “max GTG” with the 
storm as it scoured a damage path through downtown. 

Student Notes:  

12.  TDWR Data of SLC Tornado

Instructor Notes:  The TDWR data, only 14 km (8nm) in range, and with numerous low 
slices below the lowest slice of KMTX, shows an accurate evolution of this tornado as a 
near surface-based vortex extending upward into the storm near 1840 UTC. A small 
hook echo feature and even a BWER forms around the vortex at the end of the loop. This 
TDWR did not have a one minute lowest slice sampling period but with its proximity, pro-
vided high quality information on the tornado vortex.
7 of 8



Warning Decision Training Branch
Student Notes:  

13.  Summarizing: TDWR vs. WSR-88D in Near Range 
Tornadoes

Instructor Notes:  The TDWR offers you excellent resolution and temporal frequency. 
However, given other factors favoring the WSR-88D, the TDWR will serve as an 
enhancement to the current network, and certainly not a replacement. Note the strengths 
of each radar are colored in yellow. The WSR-88D's advantages lie in its coverage, and 
high unambiguous velocities. Vmax, and it is under NWS control. The TDWR's strengths 
are its better spatial and temporal resolution.    

Student Notes:  
8 of 8



AWOC Severe Track FY12
1.  Supercell Collapse Phase

Instructor Notes:  Hi, my name is Les Lemon and I would like to welcome you to this 
instructional training component dealing with the supercell storm collapse phase. 

Student Notes:  

2.  Training Objectives

Instructor Notes:  At the conclusion of this module and without aids the student will be 
able to define the supercell collapse phase, identify its characteristics, identify the varia-
tions of the collapse phase, and to identify the significance of the supercell collapse.   
Finally, the student will be able to identify the importance of the supercell collapse to 
warning decision making and to the warning forecaster. 

Student Notes:  
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3.  Supercell Collapse Phase

Instructor Notes:  Here we will see that the supercell collapse phase, associated with 
mesocyclone occlusion, is characterized by a relatively ‘rapid’ reflectivity echo weaken-
ing and loss of the reflectivity supercell storm structure.   We will see that during tornado-
genesis all or part of the supercell updraft is disrupted and the storm can become 
multicellular and non-severe, reorganize as a mature supercell, or die. Sometimes the 
process affects only a portion of the updraft, at other times it disrupts the entire storm 
updraft.   As the collapse proceeds the warning forecaster must pay careful attention to 
the velocity character or he/she can be mislead into thinking the storm is weakening and 
may no longer be a threat when, in fact, the tornado is just beginning or is ongoing.   It is 
important to understand that not every tornadic supercell undergoes this collapse phase. 
But the purpose of this module is to alert the warning forecaster to this antithetical situa-
tion. 

Student Notes:  

4.  Early Work on Collapse

Instructor Notes:  While Browning (1965) made the first observations hinting at the col-
lapse phase (rapid hail size decrease, hook echo ‘wrap up’) it wasn’t until Burgess (1974) 
that additional observations more strongly suggested a collapse phase. Here low-level 
(white) echo is seen as compared to mid-level echo overhang, (black). As a series of five 
tornadoes and a damaging wind swath began at 1700 CST the low-level hook echo was 
seen to “wrap-up” with echo top above (1700 – 1720). By the last damaging wind and tor-
nado were occurring at 1740 the overhang had vanished; the Doppler radar mesocy-
clone was engulfed in strong echo (heavy rain and some hail) and the declining echo top 
above. The echo top and BWER collapse are illustrated here as the severe weather was 
occurring. Burgess termed this the collapse phase for obvious reasons. Following col-
lapse, the storm was non-severe and a member of a squall line. 
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Student Notes:  

5.  Early Work on Collapse

Instructor Notes:  Arguably, the most thoroughly documented tornadic storm at the 
time, the Union City, OK storm inflicted F5 tornadic damage near the small hamlet on 24 
May, 1973. In a comprehensive report it was shown that as the echo top and BWER B 
both collapsed surface tornadogenesis commenced (1536 CST). The tornado continued 
on as it enlarged and intensified. Simultaneously the echo overhang (dense stippling) 
descended around the occluding mesocyclone and tornado (star) as both migrated 
toward the rear of the storm. Doppler velocity data indicated that during the initial stages 
of reflectivity collapse the mesocyclone intensified and decreased in diameter and a TVS 
developed. The TVS developed aloft within the mesocyclone at 1517 CST and 
descended reaching the surface at 1536 CST. As the tornado weakened the mesocy-
clone broadened, decreased in vertical depth, and also weakened. Similar to the 19 April 
storm, at the conclusion of the collapse phase the Union City storm had again become a 
non-severe, multicellular storm and part of a squall line. 

Student Notes:  
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6.  Early Work on Collapse

Instructor Notes:  This 18 June storm was a very large supercell propagating slowly into 
the mean wind. Note that following BWER collapse and during tornado production the 
storm summit began a slow but fluctuating decline until the storm became a non-severe 
multicellular storm.   The second study here again documented a general decline in 
reflectivity structure and weakening while the mesocyclone amplified and occluded while 
tornadoes occurred. Even though not shown here, the depth of the high reflectivity dimin-
ished and VIL declined. This storm also became multicellular and non-severe. 

Student Notes:  

7.  Supercell Collapse Phase: Reflectivity 
Characteristics

Instructor Notes:   To summarize previous studies, during tornadogenesis and in some 
cases as the tornado increases in size and strength, the supercell collapse phase is 
revealed in reflectivity data by a rapid loss of supercell storm structure.   In other words, 
the hook echo is seen to “wrap up” and disappear as the BWER and echo top descends 
and as the WER collapses downward.   Overall, the echo top lowers, reflectivity weakens 
and the depth of the higher reflectivity diminishes as does VIL. These earlier studies 
found that this process is symptomatic of substantial updraft weakening leading to weak-
ening of the entire storm. In fact, in the earlier studies, most of these collapsed storms 
became non-severe and multicellular as they were absorbed into squall lines.   However, 
as we shall see later, only a portion of the supercell updraft may be affected. 
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Student Notes:  

8.  Supercell Collapse Phase: Velocity Characteristics

Instructor Notes:  As the reflectivity structure of the collapsing supercell is diminishing 
the velocity characteristics are undergoing amplification.   The mesocyclone shear/rota-
tional velocity increases typically in lower levels.   Contemporaneously the circulation 
may decrease in diameter and its depth increase.   With the amplification of the mesocy-
clone, a TVS may develop and become detectable within the mesocyclone aloft and/or in 
low-levels.   The overall reflectivity weakening may well be associated with RFD 
strengthening, surface gust front occlusions, and cutoff of low-level inflow. 

Student Notes:  

9.  Supercell Collapse Phase: An Example – The 
Electra Storm

Instructor Notes:  Here we will examine a supercell storm that occurred near Electra, 
TX on April 7th 2008. This photo was taken looking west toward the slowly rotating wall 
cloud from under the rain-free updraft base at about 21:50 CST. The wall cloud is the 
location of the updraft core and is tapping very moist contact layer air having originated in 
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the precipitation cascade and forward flank downdraft region.   A few thousand feet 
above this cloud base a tornadic vortex was descending toward the surface. 

Student Notes:  

10.  Supercell Collapse Phase: An Example – The 
Electra Storm

Instructor Notes:  Just before the previous photo, the 0.5 degrees reflectivity echo of 
the mature isolated supercell is seen only 14 miles south of the KFDR radar as the storm 
moves east-southeast at 20 kts.   It exhibits a well defined hook echo bounding the inflow 
notch to the west.   The area where the wall cloud is located is in indicated here. The wall 
cloud itself is within but much smaller than this circle.   Using GR2Analyst software we 
can see the large 3-dimensional 45 dBZ echo region surrounded the BWER. Because of 
the proximity of the storm to the radar, the upper surface of this echo is truncated by the 
cone of silence but very likely extends upward to a height greater than 45 kft.   Using the 
GR2Analyst velocity processing algorithm we can also see the TVS aloft above the hook 
echo end and wall cloud. Note the TVS extend from a relatively short distance above the 
surface upward to near 30 kft. 

Student Notes:  
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11.  Supercell Collapse Phase: An Example – The 
Electra Storm

Instructor Notes:   Again, looking west about 12 to 15 minutes later the dark, rain-free, 
cloud base of the primary supercell updraft is little changed but the wall cloud has now 
shifted back near the western edge of the primary updraft and the “clear slot” of the rear 
flank downdraft is seen rotating from the west and south around to east side of the wall 
cloud.   And now, while the condensation funnel of the tornado is not in contract with the 
surface the vortex itself is and has been for about the last 4 minutes.   Thus, the tornado 
is underway at this time. 

Student Notes:  

12.  Supercell Collapse Phase: An Example – The 
Electra Storm

Instructor Notes:  At the same time as the previous visual cloud appearance, the low-
level reflectivity echo is seen here.    The shank of the previous hook echo has pulled 
back northward and eastward from its previous storm-relative position.   The wall cloud 
and tornado, just shown, is located within the encircled area and the wrapping clear-slot 
here.   Aloft the old BWER has filled with echo while a new BWER is developing along 
with a new low-level hook echo here.   There has occurred a substantial decrease in the 
hook and tornado associated 45 dBZ echo and the top of that portion of the supercell has 
fallen substantially to about 35 kft.   We can see here that the surface tornado and TVS 
aloft still extends upward to about 30 kft as it moves northward at 15 kts. 
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Student Notes:  

13.  Supercell Collapse Phase: An Example – The 
Electra Storm

Instructor Notes:  Just one volume scan later the 45 dBZ isosurface associated with the 
collapsing tornadic updraft is seen here.   The TVS has also decreased in vertical depth 
to ~ 17 kft but the tornadic surface vortex is still present.   Finally, by the 22:11 volume 
scan what is left of the original supercell updraft is shown here. It is a very small region of 
45 dBZ extending upward to perhaps 12 kft!   All that remains of the tornado is a rapidly 
weakening surface vortex with small vertical extension.   Note the perspective has 
changed here so we can see to the rejuvenated primary supercell updraft and structure 
with overhang and BWER (just beneath storm summit). The supercell continued moving 
east-southeast with slow weakening for the next 40 minutes but without additional torna-
does. 

Student Notes:  
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14.  Electra Storm Summary

Instructor Notes:  In this case study we began with an archetype large mature supercell 
storm, mesocyclone, hook echo, Weak Echo Region, and Bounded Weak Echo Region.    
A Tornadic Vortex Signature or TVS develops aloft within the mesocyclone as the col-
lapse begins, signaled by a filling BWER and weakening portion of the supercell updraft. 
The hook echo, in a storm relative fashion, moves northward.   As the collapse proceeds, 
visually a clear slot is seen to develop and encircle the developing tornado and wall 
cloud which has now shifted, storm relative, to the west and north of the primary super-
cell updraft cloud base.   As this is occurring visually, on radar the TVS aloft lowers 
toward the surface as the updraft portion shrinks.   That tornado persists at or very near 
the surface for 12 to 15 minutes before dissipating.   A new hook echo has developed 
and the original but rejuvenated supercell updraft continues moving east-southeast but 
without further tornadoes. 

Student Notes:  

15.  Supercell Collapse - Operational Impact?

Instructor Notes:  What is the supercell collapse impact on operational applications? 
The warning forecaster must be careful not to be mislead by the supercell reflectivity 
structural weakening.   During such, tornadogenesis may be taking place or an existing 
tornado may be continuing or even enlarge and strengthen.   The warning forecaster 
must be vigilant to continue a tornado warning unless and until both reflectivity and the 
velocity storm characteristics weaken.   The collapse may disrupt and weaken the entire 
storm updraft or it may affect only a portion of the updraft as with the Electra storm.   Dur-
ing supercell updraft collapse, storm spotter reports are especially important. This is 
especially true because the mesocyclone and TVS (if detected) often have reduced ver-
tical depth. 
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Student Notes:  

16.  Supercell Collapse Phase

Instructor Notes:  We have examined an aspect of some supercells called the collapse 
phase. The warning forecaster must be alert to the fact that not all supercells seem to 
exhibit this phase but some do and when it occurs the forecaster may me mislead.    
Should you have any questions, please contact Les Lemon at Les.Lemon@noaa.gov 

Student Notes:  

17.  REFERENCES

Instructor Notes:  Here are a number of references should you wish to pursue the sub-
ject further. 
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Student Notes:  
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1.  Storm Interrogation

Instructor Notes:  

Student Notes:  

2.  Objective

Instructor Notes:  The objective of this lesson is to understand what causes a three 
body scatter spike, what it signifies, and how it may contaminate velocity data

Student Notes:  

3.  Three Body Scatter Spike

Instructor Notes:  The Three Body Scatter Spike is a feature, like many others, that is 
not all-inclusive: If the signature is in the data, it is nearly a guarantee of severe hail, but 
with many severe hail storms it is not visible Many times this feature is masked by ‘real’ 
reflectivity behind the main core. A “disclaimer” that may be applied to ANY radar based 
signature.
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Student Notes:  

4.  Animation of the formation of a TBSS

Instructor Notes:  Step by step process 1.  radar pulse from radar to hail core 2.  
strongly reflecting large, wet hydrometeors are encountered, and scatter the signal in all 
directions, including downward 3.  The trees, earth, and vegetation reflect the energy 
diffusely 4.  reflected energy illuminates the hail core once more 5.  the reflected 
energy from the ground has been found to drop off as r-3 (r is the distance the energy 
travels from the ground to the hail core) 6.  for a second time, the large, wet hydrome-
teors scatter the energy, but this time a significant amount of the ground reflected energy 
is backscattered and received by the radar 7.  the radar “sees” this entire event as 
occurring along the same radial, and due to the longer traversed paths of the triple 
reflected signals, the spike appears at a range downradial from the hail core 8.  The 
hail spike begins down the radial at a distance exactly equal to the height of the hail core 
above the ground 9.  Note that each successive range gate along the hail spike will 
have progressively lower reflectivities because of the r-3 decrease of power with dis-
tance from the scatterers 10.  1st gate of the hail spike will have maximum reflectivities

Student Notes:  
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5.  Graphical Depiction

Instructor Notes:  You get a range of possible reflection regions from the ground back to 
the hail stone, such that a “cone” of possible reflection areas are possible. This is pre-
cisely why the flare extends for various lengths down radial, as the reflection along dot-
ted line h is both quickest and strongest (again, returned power falls off as R^3). Power 
returned from the edges of the cone takes longer and is weaker, thus the flare extends 
further downradial and decreases intensity the further down radial you look.

Student Notes:  

6.  Summary of How TBSS Forms

Instructor Notes:  The factors affecting the strength of the hail spike is important to 
comprehend. Extremely wet hail, in very high quantities, even though it could be “small”, 
can produce a hail spike. Most storms with large hail or large quantities of small hail likely 
produce hail spikes, it’s just that typically the precipitation core is too broad or there are 
other storms down radial such that the hail spike is not visible.

Student Notes:  
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7.  Slide 7

Instructor Notes:  4 panel reflectivity. Hail spike shows up on tilts 2.4 degrees and 
above, but not at 0.5 degrees TBSS begins at a range from the radar that is the range to 
the hail core plus the twice the height above the ground the beam hits the core. AT 0.5 
degrees the core is closest to the ground, and thus the TBSS begins very near the back 
side of the hail core, and the reflectivities are so low in the hail spike that the actual 
reflectivities from the northwest portion of the storm “drown” them out Rapid hail stone 
growth occurs aloft in mid-levels, in wet growth making them highly reflective, and at 6 
degrees the core is hit at 33 kft, thus the TBSS is much longer and extends a long dis-
tance down radial behind the core.

Student Notes:  

8.  Slide 8

Instructor Notes:  4 panel velocity: Velocities are typically low in the TBSS At each 
range gate you are combining both horizontal and vertical air motions, and hail is nor-
mally falling relative to the ground Thus, velocities are low negative velocities within the 
TBSS, but you are combining returns at each range gate withint TBSS from multiple 
areas within the hail core, both horizontal and vertical motions. Velocities themselves are 
meaningless, but generally low and negative.
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Student Notes:  

9.  Slide 9

Instructor Notes:  6 degree Z (top left), V (top right), SW (lower left), and SRM (lower 
right) Horizontal region in Velocity away from radar in the hail region itself that is out-
bound, then another region further down radial of the core that is also outbound: this is 
created by the TBSS, velocity contamination and is an unfortunate result of TBSS SW 
has very high values within the TBSS: each location along the TBSS is a combination of 
several different motions both horizontally and vertically from multiple locations within the 
hail core. The spectrum is very broad as as result and is very near white noise along the 
TBSS. SW can help identify TBSSs. TBSS means you have a serious core, but just 
because you don’t see it doesn’t mean the storm cannot produce very large hail. It is a 
“sufficient condition” for knowing large hail exists in the storm, but it not a “necessary 
condition”. TBSS is not an algorithm, if you see it, you should be confident that large hail 
is occurring with the storm. Does that mean you would expect a 100% chance of large 
hail from the storm. No, there is no always and never in this science, however your skill 
should be high in your warnings. 

Student Notes:  
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10.  June 22, 2003 Aurora:Record Breaking Hail

Instructor Notes:  No hail spike with this storm at any time, although it would be very 
hard to see due to the precip behind the main core. Also notice the lack of really high 
reflectivities.

Student Notes:  

11.  April 23, 2004 Supercell near ICT

Instructor Notes:  Examine this loop of reflectivity from a mid-morning supercell in 
southern Kansas. The hail spikes are very small, and could be mistaken for an append-
age on the southern flanks of the storm. Always investigate velocity (and SW if available) 
and zoom far in on any potential hail spikes to verify their presence.

Student Notes:  

12.  TBSS Example

Instructor Notes:  It is your job to find the hail spike in this image. Golfball to baseball 
hail was reported with these storms, although around this time just 1-1.5 inch hail falling 
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out of any one storm. The storm entering Logan county “should” have a hail spike but the 
spike is obscured due to echoes all around behind the main core. I would point this out.

Student Notes:  

13.  Subtle TBSS

Instructor Notes:  

Student Notes:  

14.  Test Your Knowledge

Instructor Notes:  

Student Notes:  
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15.  TBSS: Summary

Instructor Notes:  Another important point Lemon brings up in his paper is the additional 
threat of severe winds. With large hail and/or large quantities of wet hail, downburst 
potential is very high due to precipitation drag, and thus storms with hail spikes ALSO 
are likely to contain severe damaging winds, as is the case with this storm. A recent local 
study by Matt Bunkers (SOO at Rapid City) found ~90% POD for severe hail. Recent 
talks with Les Lemon in light of several new examples of non-severe hail with hail spike 
has caused some rethinking about the TBSS. The majority of the cases with hail spikes 
that do not have severe hail typically have extremely high amounts of small hail, or in 
some instances, no hail reaches the ground at all. But again, TBSSs without severe hail 
are believed to be fairly rare and should warrant a warning each time.

Student Notes:  
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1.  Storm Interrogation

Instructor Notes:  Welcome to the AWOC Severe Track IC3-VII-A Hybrid/wet micro-
burst detection This session is 20 slides long and may take 20 to 25 minutes to complete.

Student Notes:  

2.  Objectives and Motivation

Instructor Notes:  The one objective of this lesson is to show which stormscale precur-
sor signatures give you the most lead time and the highest probability of detection of wet 
and hybrid microbursts. The motivation for this session is to limit missed detections of the 
first microburst producing storm of the day and then increase the leadtime of all following 
microburst events.   We will limit ourselves to mostly stormscale signatures within the 
context of the environmental sounding. 

Student Notes:  
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3.  Environmental Considerations

Instructor Notes:  The first step in improving leadtime is recognizing the favorable 
microburst environment. Srivastava 1985 plotted the surface to cloud base lapse rates 
versus the microburst reflectivity at 500m AGL for a population of low shear pulse storm 
microburst events. He found that no microburst events occurred with a lapse rate less 
than 5.5° K/km and most microbursts prefer greater than 7° K/km. Note that dry micro-
bursts (microbursts with almost no surface precipitation) require a nearly dry adiabatic 
layer. All these microbursts were sampled during the JAWS project which took place east 
of Denver.

Student Notes:  

4.  Differences in Microburst Environments

Instructor Notes:  Microburst environments range the full spectrum with one end being 
dry, and the other wet.   Dry end microburst environments carry very little CAPE (< 500 j/
kg), and extremely deep, mixed boundary layers with LCLs near the freezing level and 
greater than 13 kft AGL. In this case, both temperature and height coordinates are impor-
tant. Height coordinates are important because the higher the LCL, the more room for an 
accelerating downdraft to reach severe speeds, and DCAPE is larger. Temperature coor-
dinates of the LCL are important only whether the LCL is higher or lower than the freez-
ing level. If the LCL is higher, frozen hydrometeors become exposed to the sub-cloud air 
and you suddenly can add the latent heat of melting liquid to evaporation and increase 
the negative buoyancy of the downdraft. The downdraft forcing is almost entirely below 
the LCL and there is no significant precipitation loading. Maximum storm reflectivities are 
less than 35 dBZ in many cases. Wet end microbursts feature significant CAPE and low 
LCL heights. These events feature large DCAPEs when midlevel dry air is present to act 
as a source of evaporational cooling when precipitation becomes mixes with the environ-
mental air. The high CAPEs create intense reflectivities, and therefore, significant precip-
itation loading potential. Precipitation loading for reflectivities exceeding 60 dBZ 
becomes as important as evaporational cooling. Look for wet microburst environments 
when there is a large ?e difference between the surface-based updraft parcel, and the 
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mid-levels (3-6 km AGL). If you expect storms with 60 dBZ cores, precipitation loading 
becomes a big factor to consider. Most downdraft forcing occurs by lateral dry air entrain-
ment in the mid-levels, and very little comes from below the surface-based LCL. Surface 
based convection is highly favored for microbursts since you don’t want significant sur-
face-based CIN. Many environments favoring microbursts may have a little bit of both dry 
and wet microburst characteristics. Environments where significant CAPE resides above 
high LCLs (above 1500 m), allow for microburst forcing by lateral and sub-cloud evapo-
rational cooling. While ?e differences are easy to calculate when assessing wet micro-
burst potential, DCAPE is a quantity that accounts for both lateral and sub-cloud 
negative buoyant forcing for downdrafts and is therefore a more adaptable parameter to 
use. The starting level to choose where the downdraft should begin is a tough one but 
we’ll try to estimate that in the upcoming cases. 

Student Notes:  

5.  Wet Microburst Case #1

Instructor Notes:  On 26 August 2003, the Dallas area is in the middle of a fairly active 
summertime convective period. You’ve probably seen this case presented before in the 
hail storm interrogation and in the sessions on locating pulse storm updrafts. The morn-
ing sounding modified for the afternoon temperature/dewpoint combination shows signif-
icant CAPE but somewhat marginal source of dry air, except for a layer that is typically 
too high to consider as a downdraft initiation level (400 mb). This sounding is not a clas-
sic high end microburst environment.   Let’s calculate what shape the DCAPE may look 
like. We’ll assume that the downdraft air will have a mix of temperature and dewpoint 
between the updraft air parcel and the environment. As long as that’s a safe assumption, 
we can visualize DCAPE as following: First, we find a representative ?w for the environ-
ment around the mid-levels, say about 630 mb. The ?w can be found at mid-levels by 
launching the environmental air parcel using the temperature and dewpoint at that level 
and raising it to its LCL. Note the little blue triangle, the left vertex being the dewpoint at 
630 mb, the right vertex being the temperature, the top vertex being the LCL. The point 
at the LCL is the ?w at that level. I highlighted that ?w as a dotted blue curve. Then I 
launch the surface-based, or mixed layer parcel from the ground up and call it the updraft 
?w visualized as the solid red curve. The mixed layer downdraft parcel should be some-
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where in the middle, and I chose the magenta ?w curve as the curve the downdraft will 
follow. The negatively buoyant area for the downdraft is anywhere the downdraft temper-
ature is lower than the environment. Note that there is a small layer just below my down-
draft initiation level where the downdraft air is positively buoyant, and then it reaches the 
Level of Free Sink (LFS) where the downdraft is unobstructed from accelerating. The 
LFS is exactly analogous to the LFC for updrafts.    

Student Notes:  

6.  Computing DCAPE for Case #1

Instructor Notes:  The DCAPE can actually be estimated by taking the afternoon sur-
face temperature minus your theoretical temperature of the downdraft at the surface, 
dividing it by the environmental surface temperature and multiplying by the depth of the 
layer from the surface to the LFS (meters), multiply again by gravity (9.81) and divide by 
2 since we’re calculating the area of a triangle, not a parallelogram.   DCAPE =1/2 g((Te 
– Tpd)/ Te )?Z I estimate the environmental Te to be 304 K, The downdraft Tpd is about 
297 K, ?Z is the distance from the LFS down to the surface and I will put in 3300 m. 
Entering in those numbers, I get this:   DCAPE=1/2[9.81((304-297)/304)3300] ? 372 m2/
s2 If an updraft has a hard time realizing all of its theoretical CAPE, a downdraft will prac-
tically never realize its full DCAPE. In order for my theoretical Tpd to be fully realized, my 
downdraft would have to be saturated. In other words, saturated descent would be 
required for my downdraft to follow the downdraft ?w all the way to the surface. Observa-
tions show that downdrafts are almost never saturated. Therefore, we have to be realistic 
and perhaps cut the DCAPE by a factor of 2. But let’s use the 384 m2/s2 to compare with 
later cases. As an additional task, we can take the DCAPE and estimate the maximum 
potential downdraft velocity from evaporational cooling mechanisms. Maximum 
W=(2DCAPE)1/2 = (2*372)1/2 = 27 m/s But if only half the theoretical DCAPE is real-
ized, then Maximum W = (2*186)1/2 = 19 m/s This downdraft strength is not likely to be 
very severe. However, we haven’t considered: The precipitation loading factor to overall 
downdraft intensity. This will add further downward forcing to the evaporational cooling 
for which we calculated DCAPE.   Potential changes in the environment
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Student Notes:  

7.  Case #1: KFWS Reflectivity

Instructor Notes:  The multicell storm in question is inside the white circle. You may 
notice that the multicell is propagating down an outflow boundary merger with new cells 
forming on the southwest side of the complex. Strong reflectivities > 60 dBZ extend up to 
21 kft in the storm just prior to 2043 UTC, the last frame of the loop.

Student Notes:  

8.  Case #1: KFWS Velocity

Instructor Notes:  Note in the 4 panel velocity loop, the onset of strong midlevel conver-
gence at 9000’ AGL to above 15800’ AGL just prior to the strong inbounds seen in the 
lowest slice (upper left). Weak midlevel convergence exists before with greater lead time 
to the surface downburst.   The strong winds at the surface were likely in existence for 
some time before it impacted the home construction site where the fatality existed. 
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Student Notes:  

9.  Time-height Velocity Plot

Instructor Notes:  I sampled the maximum reflectivity for each level of the storm, using 
new cells if they developed so close to the older ones that they were all one contiguous 
heavy reflectivity area.   The first time height plot is of reflectivity.   The next time height 
plot is the maximum velocity difference found within the bounds of the heavy reflectivity 
core. At the lowest slice (5 kft AGL), there was strong convergence, mostly ahead of the 
precipitation core while divergence was found inside the core. I chose the divergence. At 
mid-levels, I found strong negative velocity differences (convergence) in the core while 
divergence existed to some extent on either side. Midlevel convergence patterns are 
often complicated, sometimes the convergence axis being on the core edge. Perhaps 
that is not unexpected because of the complex nature of the cores themselves, and 
therefore, downdraft forcing mechanisms. The downdraft initiates, and the midlevel con-
vergence follows.    Note that the midlevel convergence followed 5 – 10 minutes after the 
onset of > 60 dBZ reflectivities in the 0 to -20° C layer. Strong midlevel convergence < -
40 kts appeared only 5 minutes before the onset of strong inbounds and divergence in 
the 0.5° elevation slice (4500’ AGL). It was to be another 15 minutes before the fatality 
event. Several downburst surges probably occurred in this time span.

Student Notes:  
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10.  Midlevel Convergence

Instructor Notes:  This example shows very well the midlevel convergence at 14.8 kft 
AGL and near the freezing level right within the intense reflectivity core. Updraft is likely 
above this level but the midlevel convergence is likely a response to the downdraft 
already underway and beginning to show up as a divergence field at the surface. At this 
distance, the divergence at 4390’ is nowhere nearly as strong as it would be had the 
radar sampled the lowest few hundred feet above ground.

Student Notes:  

11.  Lead Times for Signatures from Case #1

Instructor Notes:  In this example, the 55 dBZ then 60 dBZ core appeared in the layer 
where we would expect initial downdraft formation, somewhere near the freezing level 
and just above. Downdraft forcing is likely occurring at lower levels too. Anywhere with 
midlevel convergence in reflectivity core, downdraft forcing is possible. The best leadtime 
is the onset of the strong core aloft, followed by the weak midlevel convergence, and 
finally, strong convergence (?V<-30 kts). 

Student Notes:  
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12.  Summary Case #1

Instructor Notes:  This event also had a large area of midlevel convergence. The con-
vergence was strong and above the LCL suggesting that wet microburst processes were 
occurring, that is lateral dry air entrainment and precipitation drag.   Waiting till the onset 
of strong midlevel convergence before considering a warning will not give you any lead-
time. But there will probably be a pretty low probability of a false alarm.

Student Notes:  

13.  Case#2: 19 Aug 2003 Las Vegas

Instructor Notes:  Now we go to the 19 August Las Vegas storm of 2003. All sorts of 
severe weather occurred on this day, including high winds.   Low-level monsoon mois-
ture entered into the valley after this sounding was taken allowing for high CAPEs. The 
hot surface temperatures made sure that the LCL was high and that plenty of negative 
buoyancy would be available below.    Following the same method of visualizing the 
potential DCAPE area, launching a midlevel air parcel (note the cyan triangle) helps to 
estimate the midlevel ?w. Remember that there is a lot of flexibility as to what midlevel 
parcel height to choose for the ?w. 2. Next, choosing a representative parcel at the sur-
face gives us the updraft parcel ?w in the orange curve. 3. Then the magenta dashed line 
represents an average of the two ?w curves and that becomes our downdraft ?w. 4. The 
DCAPE area occupies everywhere the downdraft ?w is colder than the environmental 
temperature, I estimate the surface environmental temperature Te to be 311 K, The 
downdraft surface temperature is about 295 K, the starting point of my downdraft is 4000 
meters above ground.   Entering in those numbers, I get this:   DCAPE ? 9.81((311-295)/
311)4000/2 ? 1009 m2/s2 This value is larger than the Dallas event. Add big CAPE pre-
cipitation loading potential and the downburst potential is quite high. Maximum theoreti-
cal W = (2*DCAPE)1/2 = 44 m/s   Again, this is likely overestimating the potential some 
but the purpose here is to show the numbers are larger than for the Dallas microburst 
event.
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Student Notes:  

14.  KESX Z and V

Instructor Notes:  This vertical 8 panel shows that the storm has a strong elevated 
reflectivity core > 60 dBZ up to 28 kft AGL. But the midlevel convergence is not well 
defined. In fact, it appears that the midlevel convergence here is weaker than with the 
Dallas case. 

Student Notes:  

15.  Time-height Reflectivity/Velocity

Instructor Notes:  I was still able to find several gates with < -40 kts of midlevel velocity 
difference. But for the most part, the midlevel convergence was narrow and fairly weak. 
The updraft appeared strong on radar throughout this event, with two main cells making 
sure some strong updraft was always present. Enhanced low-level divergence appeared 
about 15 minutes before the 70 mph wind was reported. Strong winds were likely occur-
ring well before the wind report. 
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Student Notes:  

16.  Lead Times for Signatures from Case #2

Instructor Notes:  The best leadtime was the onset of a large initial core > 55 dBZ 
above 20 kft AGL.   The descent of the high reflectivity core would give you about 15 min-
utes leadtime The onset of –30 kt velocity difference at 12 – 20 kft would have given you 
nearly 0 leadtime to the onset of low-level divergence.

Student Notes:  

17.  Summary Case #2

Instructor Notes:  This may be speculative but the axis of inflow into the downdraft at 
mid-levels was possibly oriented in a way that prevented the radar from detecting it. Note 
that the long axis of the core is down radial. If the axis of convergence followed a similar 
orientation, then the inflow into the downdraft could be mostly tangential and hard to 
detect.   The strength of the core above the freezing level in conjunction with the environ-
ment should give you an idea that strong downburst would be likely once that core 
descended to ground. 
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Student Notes:  

18.  Case #3: 12 Nov 2003 LAX

Instructor Notes:  Contrast the Las Vegas and Dallas events with a cool season, low 
topped event.   There is actually a fair amount of dry air and low ?w air in the midlevels. 
CAPE is low only because the equilibrium level is low. Buoyancy or CAPE density is high 
relative to the total CAPE.   Putting the numbers in, DCAPE ? ½ g((Te-Tpd)/Te) ?Z (LFS 
to sfc)\ DCAPE ? ½ 9.81((289-285/289)2400m DCAPE ? 162 m2/s2 Maximum W ? 
(2*DCAPE)1/2 ? (2*162)1/2 ? 18 m/s These numbers are small compared to the other 
two cases. Unless there is an exception, or precipitation loading is a big factor, or other 
downdraft forcing mechanisms are at work (e.g., Rear Flank Downdraft), then we don’t 
expect severe downdrafts in this environment.

Student Notes:  

19.  KSOX Z and V

Instructor Notes:  This cell does have a midlevel convergence axis and a downdraft is 
being generated. The differential velocity across the convergence is weak, perhaps 25 to 
30 kts. Reflectivities are high and precipitation could be a factor. However, several 
parameters work against a severe downdraft in this case: Depth of the negative buoy-
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ancy is small and DCAPE is small Weak midlevel convergence supports the idea that 
downdraft may not be strong. Precipitation loading is there but the depth of its forcing is 
small too. Lack of very strong horizontal environmental flow means no vertical mixing of 
horizontal momentum. The last point is something not typically considered, however 
weak shear pulse convection can occur in strong wind environments. They do produce 
severe surface winds without strong downdrafts.

Student Notes:  

20.  Summary Case #3

Instructor Notes:  No severe winds were reported with the Los Angeles hail storm. The 
midlevel convergence appears well sampled with the axis perpendicular to the radials. 
But the values were weaker than for the other two cases. The depth of the convection 
was smaller too resulting in less room for downward acceleration of air to achieve high 
velocities. There was no other downdraft forcing besides precipitation loading and that is 
even limited by the shallow depth of the high reflectivities. This is the kind of environment 
and storm structure in which severe winds are not expected. No severe wind reports had 
been received from this storm.

Student Notes:  
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21.  Choices

Instructor Notes:  

Student Notes:  

22.  Summary: Hybrid/Wet Microbursts

Instructor Notes:  In summary, I present a table of microburst precursor signatures 
ordered with respect to the lead time each one offers. The environment makes up for the 
most lead time but individual storm behavior precludes using the environment as a sole 
warning tool for every storm and thus the FAR is potentially high. The best set of param-
eters to view in conjunction with the environment is to watch for the storms with rapid ini-
tiation capable of sending high reflectivities to greater altitudes than other adjacent 
storm. The descent of the high reflectivity core results in lower lead time but is usually 
when a warning is sent out since the descending core occurs rather rapidly. It is usually 
when the reflectivity core descends that the onset of midlevel convergence occurs. Don’t 
wait for the midlevel convergence to reach some large value since large values of mid-
level convergence and the period of strongest outflow occur nearly simultaneously. In 
this session, I have not mentioned situations of weak shear convection embedded in 
strong horizontal winds. There have been many events where even weak showers have 
been able to initiate downdrafts bringing the high horizontal winds to the surface.   I 
encourage the use of DCAPE more than other parameters, because it accounts for 
downdraft forcing by lateral and sub cloud base dry air entrainment for a wider variety of 
situations. The method shown in this lesson is something that can be applied relatively 
quickly on the day of an expected event. There are some caveats to its use. Note that it 
assumes a constant lapse rate of environmental temperature from the surface to the 
level of free sink. In many cases, the bumps and wiggles in the vertical temperature pro-
file tend to cancel each other out. Sometimes they don’t. DCAPE is best applied for iso-
lated convection either in weak or significant vertical wind shear. DCAPE becomes less 
relevant when you are faced with an organized multicell cold pool or in situations of weak 
convection embedded in strong horizontal winds.
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Student Notes:  
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1.  Storm Interrogation

Instructor Notes:  Welcome to the AWOC Severe Track IC3-VII-B Convergent Signa-
tures prior to Organized Convective Wind Events The content of this lesson has been 
produced by Gary Schmocker of NWS WFO St. Louis, MO The lesson is about 8 slides 
long and should take 10 minutes to complete.

Student Notes:  

2.  Objectives

Instructor Notes:  Objectives: Identify velocity precursors which will lead to improved 
warning lead time to damaging wind events in multicell convective lines Show the limita-
tions of the precursor velocity signatures

Student Notes:  
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3.  Convergent Signatures in Multicell Convective Wind 
Events

Instructor Notes:  Przybylinski et al. 1995 noted strong Mid-Altitude Radial Conver-
gence (MARC) along the forward flank of convective lines before they began to “bow 
out”. We are using the WSR-88D to survey a component of the squall line’s sloping 
updraft/downdraft currents along the forward flank of the MCS during the intensifying 
stage.The region of strong outbound velocities signifies a component of the storm’s 
updraft current and FTR flow (with respect to approaching storm west or upstream of 
radar) The region of strong inbound velocities represent the component of the storm’s 
downdraft current or early stages of the mesoscale Rear Inflow Jet (RIJ).

Student Notes:  

4.  MARC Signature in a Mature MCS

Instructor Notes:  The MARC signature represents the convergence of two air streams, 
the developing Rear Inflow Jet (RIJ) and the leading convective updraft. The RIJ in a 
severe Mesoscale Convective System (MCS) forms on the upshear side immediately 
behind the tall convective towers and develops rearward with time. The MARC manifests 
itself as a persistent localized zone of radial convergence as viewed by radar. It is typi-
cally embedded in a longer region of background convergence and resides in the for-
ward flank of the intense convective line echoes.
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Student Notes:  

5.  MARC Characteristics

Instructor Notes:  The length of a typical MARC signature is approximately less than 15 
km long by 7 km or less wide. There can be nearly gate to gate radial velocity differences 
that can exceed 25 m/s (50 kt). If you detect 25 m/s or more of velocity difference, expect 
an increased threat of severe surface winds.   You can calculate actual convergence, 
either by using the Vr shear tool, or by visual inspection by taking the near gate to gate 
radial velocity difference and dividing by the distance of the baseline. You should see val-
ues ranging up to .025 s-1 or more for severe MARC signatures. These convergence val-
ues were taken within a 7 km baseline. Remember that you want to pick a consistent 
baseline if you use the Vr shear tool.

Student Notes:  

6.  An Example MARC

Instructor Notes:  This example shows three MARC signatures, each one roughly in a 
localized enhanced reflectivity core, and about 15 kft AGL. Note that the velocity differ-
ence in these MARCs exceed 50 kts. All three MARCs are embedded in a contiguous 
convergent zone along the axis of the convective line.
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Student Notes:  

7.  MARC Example: 27 May 2000

Instructor Notes:  Another example here shows two MARC signatures in eastern Mis-
souri on 27 May 2000. The radar beam is 14 kft AGL and in a good elevation to see this 
signature. Each MARC shows nearly 50 kts of gate-to-gate velocity differences with 
increasing range, a sign of intense convergence. Also note that each MARC signature is 
embedded in the most intense cores in this display.   In some ways, it appears that the 
MARC signature in an MCS (or a Quasi Linear Convective System, QLCS), is similar in 
appearance to mid-level convergent signatures found in single cell pulse convection. 
Both of them occur in intense midlevel cores and are precursor signatures to severe sur-
face winds. The difference lies in the fact that the MARC signatures in an organized 
event are embedded along a sloping interface between a long-lasting updraft sheet and 
the rear inflow associated with the RIJ and cold pool. This sloping interface is able to 
keep its configuration over a long period of time, much longer than the time it takes for 
individual air parcels to traverse its length, on either side. The pulse storm midlevel con-
vergence and downdraft result in a spreading outflow, quickly resulting in the demise of 
the original cell.   Here, the MARC signature often marks the genesis of a bow echo, and 
in fact, the localized downburst activity helps to initiate the bow echo. Many times the 
worst wind damage may occur before a bow echo has formed. 
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Student Notes:  

8.  Test Your Knowledge

Instructor Notes:  

Student Notes:  

9.  Summary: MARC Signature

Instructor Notes:  To summarize, look for velocity differences > 25 m/s in a small region, 
typically 15 by 7 km and embedded in a larger convergent region at midlevels The 
MARC signatures occur prior to the formation of bows, line-end vortices and low-level 
vortices within the intense deep reflectivity core. Look to the midlevels, approximately 4 – 
5 km AG for the MARC signature.   One final note, if the radials of your radar are roughly 
parallel to the line axis, you will have a difficult time detecting the MARC signature since 
most of the air flow is tangential and not radial. 
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Student Notes:  

10.  Summary: MARC Signature (contd)

Instructor Notes:  Finally, the environment in which a MARC signature leads to severe 
surface winds, the optimal situation for severe surface winds in the vicinity of a MARC is 
one in which the pre-storm CIN is low and there is no shallow stable layer. However, 
there are a minority of events where severe winds have been observed in elevated 
MCSs where the stable layer can reach 2 km, even a bit more.   

Student Notes:  
6 of 6



AWOC Severe Track FY12
1.  Storm Interrogation

Instructor Notes:  AWOC Severe Track IC 3-VII-C, presented by Dan Miller, SOO at 
Duluth.

Student Notes:  

2.  Extreme Non-Tornadic Wind Damage Events

Instructor Notes:  Study of Extreme Non-Tornadic Wind Damage Events, or XDW 
events, began about 5 years ago and was motivated initially by a simple desire to docu-
ment an event on 1 July 1997 in central Minnesota. After looking at that event in detail, 
and with level 2 WSR-88D data, it became apparent that the conceptual model of high-
end non-tornadic wind events needed scrutiny, because many of these events do not fit 
well into the bow echo conceptual model very well when high resolution radar data is 
examined. The initial phase of the study was focused on derecho producing MCSs that 
resulted in exceptionally severe non-tornadic winds and/or wind damage. It should be 
emphasized that considerable effort was made to distinguish these events from “ordi-
nary” derecho events, in that these events are a sub-set of derecho events, character-
ized by widespread forest blowdowns or wind damage areas that include observed 
damage of high-end F1 or greater intensity and/or peak measured wind gusts roughly 80 
knots or greater. Two SLS conference papers has been published to date on this topic, 
and those publications are listed at the bottom of this slide. 
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Student Notes:  

3.  Objectives

Instructor Notes:   Objectives Identify volumetric radar characteristics of extreme non-
tornadic wind producing supercells within derecho producing MCSs. Understand storms-
cale mechanisms for the production of extreme winds Understand suggested operational 
philosophies during warning operations

Student Notes:  

4.  Motivation For Study

Instructor Notes:  Additional motivations for further study are numerous. First, these 
events are the non-tornadic equivalent to tornado outbreaks, and although a qualitative 
study has not been done to date, it is quite likely that a disproportionate amount of the 
injuries, deaths, and damage from non-tornadic winds each year are due to XDW events. 
Second, many XDW events produce widespread damage areas that include consider-
able areas of equivalent F1 damage, and some include quite sizeable areas of F2 equiv-
alent damage. The figure at the top of this slide (from one of Dr. Fujita’s publications) is 
an extreme example from 4 July 1977. The damage path is 166 miles long, and up to 17 
miles wide, extending across parts of 6 counties in northern Wisconsin, and includes 
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widespread F1 damage (in the dark gray shading), and considerable areas of F2 dam-
age (in the black shading.) Winds in this event were estimated at 100-120 mph winds 
with gusts up to 135 mph. One eyewitness account from this event stated that the 
intense wind continued for 20 minutes and was accompanied by large hail. Third, many 
XDW events produce just as much, if not more, dollars in damages than tornadoes, and 
injury/deaths can be comparable. For example, a major severe weather outbreak 
occurred on 30-31 May 1998 from the northern plains states eastward into much of the 
Great Lakes region. An F4 tornado struck the tiny town of Spencer, SD during the after-
noon of the 30th, killing 6, injuring 150, causing $20 million in damage, and destroying 
over half of the town. Consequently, media converged on the town and provided several 
days of coverage. 6 years later, many remember the Spencer, SD tornado. However, 
what most DO NOT remember about this event is the very intense derecho event 
occurred during the overnight hours following the Spencer, SD tornado. This XDW event 
from the evening of the 30th, through the morning of the 31st, affected areas from central 
Minnesota, eastward across Wisconsin, Lake Michigan, Lower Michigan, extreme north-
ern Ohio, Lake Erie, and far western New York State, resulting in 6 fatalities, 209 injuries, 
and $291 million in damage. The winds also resulted in a 4 foot seiche on Lake Michi-
gan, that was the primary factor in the sinking of a ship in port on the eastern shore of the 
lake. It is only a matter of time before an event like this affects a major metro area, per-
haps during rush hour, that could result in event greater loss of life and property. There is 
much improvement that can be done with respect to forecasting and warning for these 
events, and increased situation awareness to these events is the primary goal of this 
module.

Student Notes:  

5.  Extreme Non-Tornadic Wind Damage Events

Instructor Notes:  To drive home the point, this slide shows a now somewhat-famous 
video taken during an XDW event in the Pakwash forest of northwest Ontario, Canada 
on 18 July 1991. Incidentally, this video was taken on the edge of a large forest blow-
down area. Damage in the center of the blowdown path was described as considerably 
more severe than at the location where the video was taken. The entire video is about 15 
minute long, and shows three separate pulses of extreme winds, within a period of sus-
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tained winds ~50-60 mph. There was no hail in this video, but in some XDW events, par-
ticularly ones that involve supercells, the intense wind can be accompanied by golfball to 
baseball size hail. As an interesting aside, note the time stamp on the video (which is 
accurate) – 1051 AM CDT.

Student Notes:  

6.  What Convective Elements Are Associated with 
XDW Events?

Instructor Notes:  In investigating XDW events, it quickly became obvious that the best 
way to look at them was to define an XDW event, and then work backward to the radar 
data and 4-D storm structure evolution. So, what storm-scale convective elements are 
associated with XDW events? Many (most?) of these events are produced by forward 
propagating MCSs, and therefore are, by definition, part of a derecho event. As one 
might expect according to the widely held conceptual model (from Johns and Hirt, 1987, 
and many other papers) some events are produced by serial or progressive bow echoes. 
However, some of the forward propagating MCSs involved exhibit very complex 4-D 
reflectivity/velocity structure evolution, and involve circulations on the storm-scale. For 
the purpose of this presentation, we will focus on the MCSs that contain embedded 
supercell storm structures. A summary of events that have been studied in full or in part 
are listed on the slide.
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Student Notes:  

7.  27 May 2001 - Oklahoma

Instructor Notes:  The first case example we will look at occurred on 27 May 2001 in 
Oklahoma. This slide and the next provide a brief overview of the larger-scale environ-
ment that supported this MCS. The thermodynamic profile was characterized by very 
strong instability (surface-based CAPE approaching 5000 j/kg), and rich tropical moisture 
in the low levels (surface dewpoints in the low 70s F.) Also of note is the relatively low 
LCL height at 858 mb, which is roughly 2,500 meters AGL.

Student Notes:  

8.  27 May 2001 - Oklahoma

Instructor Notes:  The wind shear profile, when viewed in combination with the thermo-
dynamic profile as seen on the previous slide, reveals an environment that would easily 
support supercell thunderstorms, with surface to 6 km wind shear of 60 kts (30 m/s), and 
BRN shear of 67 m2/s2.
5 of 16



Warning Decision Training Branch
Student Notes:  

9.  27 May 2001 Radar Loop

Instructor Notes:  This XDW event was produced by a forward propagating MCS that 
evolved from several discrete supercells over southwest Kansas. The annotated areas 
on the radar loop are corridors of XDW that were produced by this MCS (corridors were 
derived from a combination of Oklahoma mesonet peak winds, damage reports, and 
damage surveys conducted by local emergency managers.) Radar data viewed at this 
scale, suggests that this was a rapidly moving and large-scale bow echo. However, if one 
studies the loop carefully, individual storm elements can be identified, that coincide with 
the corridors of XDW. These elements are supercells embedded within the MCSs, and 
we will examine the storm structure in detail on the next several slides.

Student Notes:  

10.  State-Scale Radar Data 0210 UTC

Instructor Notes:  The image on this slide is a state-scale reflectivity image from the 
central Oklahoma Twin Lakes WSR-88D (KTLX) at 0210 UTC 28 May 2001. Again, 
viewed at this scale, the MCS at first glance appears to be a large-scale bow echo. How-
ever, on the next slide we will zoom in on the area within the white square.
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Student Notes:  

11.  Volumetric Radar Data

Instructor Notes:  Here is the volumetric reflectivity/velocity data from the white box on 
the previous slide at 0210 UTC. Reflectivity (top) and velocity (bottom) data are shown at 
roughly 4,000 ft agl (left), 20,000 ft agl (center) and 43,000 ft agl (right), which should 
provide a representative view of the storm at low, mid and high levels, respectively. The 
reflectivity core is strong and very deep, with 55+ dBz echo evident up to at least 43,000 
ft, with significant mid and upper level overhang to the inflow (south) side of the storm. A 
rather large and high reflectivity hook echo is also evident in the low levels. Velocity data 
at low levels clearly indicates a cyclonically convergent mesocyclone that is displaced 
slightly to the lower reflectivities on the inflow flank. In the mid levels, a strong mesocy-
clone is evident (although there are velocity dealiasing errors in the radial inflow veloci-
ties), that is co-located with the high reflectivity core. At high levels, strong anti-cyclonic 
divergence is indicated near the storm summit. The combination of these reflectivity and 
velocity signatures is exceptionally consistent with the conceptual model of radar-
observed supercell storm structure, and indicates a mature (likely Hp-type) supercell 
embedded within the MCS. The location just on the upshear flank of the low-level meso-
cyclone was directly associated with a long-tracked XDW corridor.

Student Notes:  
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12.  State-Scale Radar Data 0230 UTC

Instructor Notes:  At 0230 UTC, we will zoom in and examine an area farther to the 
west in the quasi-linear MCS. On the next slide, we will look at volumetric reflectivity data 
from the area highlighted in the white box.

Student Notes:  

13.  Volumetric Radar Data

Instructor Notes:  Radial velocity data at this location was range-folded. However, the 
volumetric reflectivity data reveals a lot. We are somewhat limited in sampling the lower 
levels of the storm at a range of 93 miles, but at 10,000 ft agl, an notch on the inflow side 
and a well-defined hook echo are clearly evident. At 20,000 and 30,000 ft agl, a very 
well-defined bounded weak echo region is present, with the storm summit and highest 
reflectivities at 40,000 ft agl displaced to the inflow side, directly above the inflow notch at 
low levels. This feature was present for over 30 minutes, and again is clear evidence of a 
mature, intense and long-lived supercell updraft. This embedded supercell was responsi-
ble for another long corridor of XDW over western Oklahoma.

Student Notes:  
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14.  State-Scale Radar Data0249 UTC

Instructor Notes:  Finally, at 0249 UTC, we will zoom in and examine a storm in the 
MCS immediately to the west of the storm we examined in slides 8 and 9. On the next 
slide, we will look at volumetric reflectivity data from the area highlighted in the white box.

Student Notes:  

15.  Volumetric Radar Data

Instructor Notes:  This slide shows volumetric reflectivity/velocity data from the third 
storm embedded within the MCS at 0249 UTC. This storm was located immediately to 
the west of the storm that we looked at in slides 8 and 9 at 0210 UTC. Again, reflectivity 
(top) and velocity (bottom) data are shown at roughly 3,000 ft agl (left), 19,000 ft agl (cen-
ter) and 42,000 ft agl (right). Very similar signatures are evident. The reflectivity core is 
strong and very deep, (although the highest reflectivities are a bit more shallow than the 
0210 UTC storm we looked at) with 50+ dBz echo evident at 42,000 ft, with significant 
mid and upper level overhang to the inflow (southeast) side of the storm. A rather large 
and high reflectivity hook echo is once again clearly evident at 3,000 ft agl. Velocity data 
at low levels clearly indicates a strong and unbalanced cyclonically convergent mesocy-
clone coincident with the low level reflectivity hook. The velocity image at 3,000 ft agl 
above is radial base velocity, and raw data sampling revealed nearly 100 kt inbound 
velocities at 3,000 ft agl. In mid levels, a mesocyclone is evident, co-located with the high 
reflectivity core. At high levels, strong anti-cyclonic divergence is indicated near the 
storm summit. Again, clear indication of a mature (HP-type) supercell embedded within 
the MCS. As with the other two storms we have looked at, locations just on the upshear 
flank of the low-level mesocyclone (underneath the location of strong inbound radial 
velocities) experienced XDW. This storm was responsible for considerable F2 structural 
damage in the city of El Reno, including taking the roof off of a hospital and city hall.
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Student Notes:  

16.  Relating Visual Appearance to Radar

Instructor Notes:  Here is a photograph of the storm complex as it appeared in north-
west Oklahoma, just before 730 PM local time (0030 UTC.) At this time, the MCS was 
still in the process of transitioning from discrete supercells, to a quasi-linear MCS with 
embedded supercells, but a common gust front and strong surface cold pool had already 
become established. The photo shows two distinct HP type supercell storms, linked by a 
common gust front. For comparison, the location of the photo is annotated on the lowest 
cut reflectivity image in the lower right, with the two arrows pointing to the two storms 
from their respective radar echoes.

Student Notes:  

17.  1 July 1997 – Central Minnesota

Instructor Notes:  It is also useful to provide an example from another part of the coun-
try. This is a 0.5 degree reflectivity loop of the 1 July 1997 MCS that produced an XDW 
event. The XDW areas are annotated in white on top of the radar loop. Much as in the 
Oklahoma case we just looked at, the MCS is quasi-linear, and at state-scale appears 
much as a large-scale bow echo.
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Student Notes:  

18.  Volumetric Radar Data

Instructor Notes:  This slide is an enlarged view of the volumetric radar data, zoomed in 
on Wright County, Minnesota at the time two corridors of XDW were in progress. Nearly 
identical volumetric reflectivity and velocity signatures are again clearly apparent, with 
the location of the XDW events placed just on the upshear flank of the low level mesocy-
clone, coincident with the precipitation filled rear-flank downdraft portion of the HP super-
cell.

Student Notes:  

19.  Ground-Relative Wind Production Mechanisms

Instructor Notes:  So, why do XDW events seem to have a favored storm-relative loca-
tion of occurrence? Primarily because of the juxtaposition of exceptionally strong storm-
scale isallobaric wind accelerations near the surface, the ground relative winds in the 
near-surface mesocyclone circulation, and precipitation loading and column cooling from 
hail melt. The primary point is that these events appear to be much more complicated 
than a simple “downburst,” with a significant contribution to the extreme ground-relative 
wind speeds coming from storm-scale dynamic forcing.
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Student Notes:  

20.  Pressure Perturbation Example

Instructor Notes:  Meteograms from several XDW events indicate that a 5-10 mb pres-
sure perturbation exists between the low under the updraft, and the high underneath the 
downdraft and cold precipitation core, and radar data suggests that separation of these 
storm-scale features was generally on the order of 5 to 10 miles. Most of the MCSs 
examined had forward propagation speeds of greater than 35 kts, and it follows that a 
very intense storm-scale isallobaric wind acceleration is likely a very strong contributor to 
the intense wind speeds.

Student Notes:  

21.  Location of XDW

Instructor Notes:  This annotated velocity image simply shows where this area of the 
storm is located in the velocity imagery.
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Student Notes:  

22.  Unique? Characteristics of XDW Events

Instructor Notes:  Much more research needs to be done, including obtaining data from 
new cases as they occur, to ascertain whether these XDW characteristics are generally 
the case with all XDW events. However, these characteristics were common in most 
cases examined thus far.

Student Notes:  

23.  Operational Considerations

Instructor Notes:  The bullets presented here generally need little additional explana-
tion. All are important things to remember when working an XDW event operationally. 
AWIPS and other operational procedures should be optimized to maintain maximum situ-
ation awareness during the event.
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Student Notes:  

24.  Forecasting XDW 6-24 Hours Out

Instructor Notes:  A few brief comments about forecasting these events. It should be 
emphasized that a qualitative study of environmental parameters has not been com-
pleted yet, primarily because the data set is still too small for results to be statistically sig-
nificant. With addition of additional cases as they occur, hopefully the data set will reach 
a critical mass soon. With that said, there are a few general points about forecasting 
these events that can be stated from anecdotal and observational evidence. First, the 
fact that most of these events occur in tornado watches, and many in PDS tornado 
watches, seems to suggest that there is a significant overlap in the large-scale environ-
mental conditions that support both XDW events and significant tornado events (strong 
instability, strong surface-6 km shear, strong surface-1 km shear, low LCL/LFC heights, 
etc.) It seems as though event type is highly dependent on convective mode (discrete 
supercells vs. MCS development.)

Student Notes:  
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25.  Tips for AWIPS D2D Display

Instructor Notes:  Here are a few tips for AWIPS procedures and conveying information 
to users in warnings, statements and graphical products.

Student Notes:  
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1.  QLCS storm-scale interrogation and warning 
considerations

Instructor Notes:  Welcome to the AWOC Severe lesson on QLCS storm-scale interro-
gation and warning considerations. This lesson is 43 slides long and will probably take 
45 minutes to take. Jim LaDue of WDTB and Ron Przybylinski, the SOO at NWS St. 
Louis, MO, will be your primary instructors.

Student Notes:  

2.  Objectives

Instructor Notes:  

Student Notes:  

3.  Objectives, contd

Instructor Notes:  
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Student Notes:  

4.  Generic Lifecycle of a QLCS

Instructor Notes:  This is to answer what stage in a QLCS lifecycle is most likely to pro-
duce most severe wind (tornado) potential. We typically evolve convective systems from 
a point where the updraft is primarily the dominant feature and the cold pool is yet too 
immature to interact with a the sheared environment. If we were in an environment where 
deep-layer shear is capable of supporting supercells and severe QLCS events, we would 
most likely see supercells in this case because the shear dominates the cold pool and 
the shear would interact primarily with the updrafts. We wouldn’t expect to see QLCS-
based mesovortices or cold pool-induced severe winds in this stage. As the original 
small multicells, whether clusters, or a line segment, merge and begin producing an 
enhanced cold pool, you finally have a period in which it becomes a significant contribu-
tor to the morphology of the updrafts. The lifting on the cold pool becomes more aggres-
sive allowing for more widespread updraft formation, and the updraft tilt becomes as 
much a function of the cold pool as the environmental shear. There’s a period in time 
where the cold pool balances well with the environmental shear allowing for deep, 
upright updrafts along the gust front. Lifting along the gust front forms the base of the 
updraft and the balance between the cold pool vorticity and the environmental shear 
forces that updraft to stand upright. If the shear continues through the deeper layer in the 
atmosphere, the updraft maintains its upright character and eventually overturns in both 
forward and backward trajectories forming the anvil. This is the tall echo stage of an 
impending severe QLCS event where the strongest MARC signatures prevail. Some-
times when bows form, they remain in the tall echo stage if the cold pool and shear 
remain balanced and deep convective overturning continues in the upper-levels. More 
likely the updraft depth decreases as the bow forms as the cold pool begins to race 
ahead. The more severe bows still maintain a deep gustfront with strong slab-like updraft 
from near surface to 20 kft AGL but then the updraft quickly tilts rearward.   When you 
recognize the tall echo phase, you’d maximize your odds of verifying on a warning with 
adequate lead time.   If the cold pool becomes too dominant, it begins to outrun the deep 
updraft leading to the gust front outrunning the deep convection. The updrafts often lose 
their slab-like lifting appearance and begin to breakup into a more cellular appearance. 
This kind of structure can appear along the edges of a bowing echo because in those 
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areas, the cold pool dominates the shear. How is that possible? Well, it’s really the com-
ponent of the shear perpendicular to the gust front that’s important and gust front bends 
back along the edges of a bow.

Student Notes:  

5.  3-D QLCS structure

Instructor Notes:  The most severe QLCS events typically have and upright updraft with 
almost slab-like appearance along a deep gust front. The convection is able to remain 
attached to the gust front and so on radar, you may not actually see a separate fine line 
from the intense reflectivity cores. A deep convergent zone accompanies the gust front. 
On some occasions, and after accounting for system motion during volume scanning, 
you may see a strong echo overhang leading the reflectivity core. Rear inflow notches 
signify intense RIJ channels. The RIJ remains elevated to descend only immediately 
behind the convective line. Lightning often precedes the arrival of the line. Mesovortices 
are common with these structures as there is plenty of deep updraft over their formation 
regions.   The less severe events exhibit more isolated convective cells often displaced 
well behind the gust front. A separate fineline is often visible ahead of the first reflectivity 
cores. The gust front is often severely sloped with a shallow leading edge. The RIJ often 
descends well behind the leading convective cores. Deep, severe mesovortices would 
be extremely rare with a sloped system like this. 
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Student Notes:  

6.  Initial convective modes leading to Bow Echoes

Instructor Notes:  By the time you see the reflectivity echo of a multicell organize into a 
bow, it’s already too late to issue a warning because the strong outflow has already been 
on the ground long enough to deform the precipitation shield. So it’s useful to understand 
what kinds of convective structures lead to damaging bows. Here’s a study by Klimowski, 
Hjelmfelt, and Bunkers in 2004 where hundreds of damaging bows were backtracked in 
time to see what created them.   The most common evolution was the merger of small 
weakly organized multicells that were originally noninteracting. However, they quickly 
started interacting when one of the individual small multicells merged with another set-
ting off a sequence of rapid cold pool production and subsequent bow. The fastest of the 
individual small cells or multicells usually corresponded to the motion of the bow. Some-
times the individual small multicells would briefly organize into a line on its way to a bow. 
Either way, the consolidation of individual cells likely helped create a similar consolida-
tion of cold pools and helped to contribute to intense updraft and subsequent downdraft 
formation. The second most common evolution of a bow came from a squall line that per-
sisted more than the pre-bow linear structures that we just talked about. In this type of 
evolution, the squall line is moving east changing relatively little in structure and then a 
trigger causes a forward surge in the gust front in a confined segment. Most often the 
trigger is an interaction with a pre-existing boundary or another convective storm. Some-
times the trigger is more subtle and may be manifested as a significant updraft surge 
somewhere along the line. By the way, the acronym of BE is defined as a classic bow 
echo whereas BEC is a Bow Echo Complex. The latter is when a bow echo is the pri-
mary, but not the only convective structure making up a multicell. The former is when the 
multicell is completely identified as a bow echo. Finally, a bow echo accompanying oth-
ers along a line is called a Squall Line Bow Echo (SLBE), and has been also called a 
Line Echo Wave Pattern (LEWP). The third kind of bow echo evolves from a supercell 
when the bowing rear flank downdraft ignites strong convection along its gust front, and 
the mesocyclone begins to morph into a line end vortex, or QLCS vortex.   Bow echoes 
originating from squall lines tended to have the longest lifespan (3.4 hr) vs. 2.9 hr from 
initial clusters. Bows originating from squall lines seem to be most common in the east-
ern US.
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Student Notes:  

7.  Initial convective modes leading to Bow Echoes – 
cool season

Instructor Notes:  Another study by Burke and Schultz also investigated what kinds of 
convection led to bows, but only for cool season events. They’re classification scheme 
added three new categories including an embedded line development, pairs of cells, and 
a squall line-cell merger. Like Klimowski et al., most of the bows originated as a linear 
squall line or a group of isolated cells. They also noted that merging cells or small multi-
cells occurred frequently before bow echo genesis.   For the cool season, supercells 
occurred in 43% of the formative and mature stages of bow echoes and 38% of squall-
lines had supercells embedded. Nine of their 51 cool season cases were termed long-
lived bow echoes (LBE’s) that qualified as Derechos too.   The number of cases for each 
storm type are listed in parentheses. 

Student Notes:  
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8.  Initial stage of a damaging bow echo

Instructor Notes:  The initial stage of a bow echo at the onset of severe damaging sur-
face winds is a time when the precipitation area is not bowed at all. An updraft surge typ-
ically happens which then yields a severe downdraft. Also at the same time, anvil debris 
typically spreads rearward of the main convective line with respect to the steering layer 
flow. This anvil debris acts to initiate the rear inflow jet (RIJ).   Assuming you’re about to 
have a severe bow echo, the best time for initial warnings is in the tall echo state when 
updraft surges occur prior to the onset of the severe downdraft and RIJ. This is when you 
typically see strong, deep convergence, represented by the MARC (Mid Altitude Radial 
Convergence), along a segment of the line.   Just before the bowing state, the descend-
ing RIJ hits the ground and begins to push forward. The most severe mesovortices may 
form at this time. The most severe surface winds occur when the mesovortex forms near 
the apex of the RIJ. As the convection morphs into a bow echo, the updraft depth often 
decreases, and a rear to front dry slot forms. The strong outflow from the RIJ is firmly 
established and has been on the ground for some time. 

Student Notes:  

9.  An example of a bow echo lifecycle: 10 June 2003 - 
STL

Instructor Notes:  A flash-based looper will popup in a separate window in 10 seconds 
but first direct your attention to this main articulate slide. I’ll wait until you get your bear-
ings.  This case of a bow forming shows the first cells at a very updraft-dominant stage. 
This is the time in which you first see the upscale organization of small multicells slowly 
consolidate and merge. If the shear is strong enough, then some of these small multicells 
may be supercells. Echo tops are usually high and the updrafts are deep. Notice the rel-
atively high values of maximum expected hail size (MEHS).  Next, the small multicells 
consolidate and new, strong updrafts begin to produce strong downdrafts. You can see 
the outflow already surging toward the radar. This is a time when the first warnings 
would’ve been out if you deem this event potentially severe, as in this case.    In the 
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next image, this QLCS is still exhibiting tall reflectivity echoes, a sign of deep updrafts. 
However the RIJ is strong, and there have already been several severe mesovortices to 
the left of small surges of the gust front that have produced tornadoes and enhanced 
severe winds. The main precipitation shield has not yet deformed into the classic bow 
shape but it is about to produce the most severe winds yet.  In this image there is the 
most faint hint of a rear inflow dry notch impinging inward from the west over Belleville, 
IL. This notch represents the most intense RIJ along this QLCS. The strongest mesovor-
tex of this event forms to the north of the RIJ axis and that is where the most intense 
wind damage was observed along a belt northeast of Belleville to across the Mid Amer-
ica airport and Scott AFB and then southwest of Clinton, IL. It’s clear there’s a better 
association of the intense winds with the mesovortex, and not so much the RIJ axis.  
The last frame in this loop now shows a classic bow echo appearance though only well 
after the onset of the most damaging winds and most of the QLCS tornadoes. The echo 
tops have gone down as well as the MEHS, all indicating a trend toward shallower 
updrafts. The leading edge of the deep convection is still keeping up with the gust front 
and this bow echo is still more than just borderline severe.  In the flash window loop, 
step through the frames to see the full evolution. Overlaid on the velocity panel, you’ll 
see a box containing a detailed graphic of wind damage and tornadoes. The white 
shaded regions show wind damage of F0 (EF0) or greater while the white lines represent 
tornadoes. The small checkbox brings up the most relevant graphical conceptual model 
that corresponds to the stage of the QLCS in its lifecycle.

Student Notes:  

10.  Early lifecycle of 4 Jul, 2004 Springfield, MO event

Instructor Notes:  This event is an example of a bow echo originating from a multicell 
cluster. However, you could classify this evolution as an initial squall line since each mul-
ticell cluster was aligned on a common gust front. A popup window will appear with Ron 
Przybylinski, the SOO at WFO St. Louis, discussing the evolution of this severe bow 
echo from its inception. Ron has written and spoken extensively about QLCS severe 
weather events. Grab a drink and enjoy Ron’s tour of this bow echo evolution. Ron’s cap-
tions: Looking at reflectivity and storm-relative velocity from 10:02 - 10:24 - 10:37 UTC, 
you'll find that there was a weak vortex, not really well defined. You may come across 
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weak circulations during this initial isolated, to cluster phase of a bow echo. Nolan Atkins 
has documented these events back during BAMEX where we observed weak and short-
lived vortices.    Now we move forward to 1041 UTC we don't see much rotation but we 
do see inbounds behind on the backside of this cluster of storms. This is the tall echo 
stage. We start seeing some cyclonic shear in the midlevels. Mostly hail and high winds 
can be expected here around 1107 UTC. Moving forward, we see a vortex, now at the 
leading edge! We mentioned this particular vortex showing up around 11 UTC but now 
it's showing up nicely. Now the SRM data is showing a vortex in Cherokee county. We 
move closer in time (to the first tornado) and we see a multiple vortex structure. One to 
the southwest of Joplin and one to the northwest. It was this second vortex that spawned 
a tornado in northern Newton county. Note the location of the surface boundary (con-
necting with the tornadic vortex). We've seen this play a role with many QLCS tornadic 
events. Going back to reflectivity, we see a nice bowing structure with a rear inflow notch 
forming (at tornado time). We see multiple rear inflow notches where some lower Theta-
E air penetrates into the leading convective line. Going back to SRM data, there's addi-
tional wind damage along the apex of the bow and the RIJ but to the south of the tor-
nado. The damage was not so bad north of the tornadic vortex. Most of the wind damage 
was south and east across Neosho and counties directly downstream of the bow echo.

Student Notes:  

11.  Review of the 04 July 2004 evolution

Instructor Notes:  The bow started as a multicell cluster on a gust front (a cross 
between the cluster and squall line origins in Klimowski et al. 2004 and Burke and 
Schultz, 2004) QLCS vortices were weak in the early stages before the RIJ formed 
QLCS vortices strengthened here after signatures of the RIJ form (rear inflow notch, 
inbounds) The leading boundary intersecting the bow was associated with a tornadic 
mesovortex. The most wind damage was along and north of the RIJ axis to the tornadic 
mesovortex.
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Student Notes:  

12.  Early lifecycle of the 24 July, 2009 DVN QLCS

Instructor Notes:  In this case, the bow echo starts off as two interacting supercells. 
Ron Przybylinski guides you through the evolution. Wait for the popup window and the 
video lasts two minutes.   From Ron’s captions: Another form of convective line evolution 
formed from supercell structures in the Davenport CWA. In this case, there are two 
supercells with strong mesocyclones positioned east-west. With time, these two super-
cells weaken in terms of their reflectivity structure though but the eastern one still has 
strong inflow notch. SRM data doesn't show much but some weak rotation on the eastern 
storm (near Scales Mound) and another is trying to form with the same storm at the head 
of the RFD push. As the storms continue moving southeast, and we see the bowing seg-
ment (especially with the RFD push) continue to evolve. The bowing segment continues 
to evolve and become dominant into Carroll county. SRM shows some weak rotation but 
nothing substantial at this time. Continuing further southeast and the main bow continues 
while a second bowing segment forms to the west.

Student Notes:  
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13.  Review of the 24 July 2009 evolution

Instructor Notes:  Two supercells exhibited HP characteristics, each with significant 
low-level mesocyclones The RFD of the eastern one erupted convection. Given the 
shape of the RFD gust front, the convection acquired a bow shape with an enhanced RIJ 
that was the RFD. Many times the primary mesocyclone occludes and drifts rearward

Student Notes:  

14.  Supercell to bow echo motion

Instructor Notes:   Watch the evolution of this supercell to bow echo as I move this loop 
using the feature following zoom following the supercell. As the supercells go on, you 
can see they're moving relatively closely to how I placed my 'drag me to storm' feature. 
As the supercell turns into a bow echo, you can see that the motion starts moving off to 
the left (of the distance speed tool). Now I'll move it faster so you can see the evolution in 
a different way.

Student Notes:  
10 of 28



AWOC Severe Track FY12
15.  QLCS-storm-interrogation-Quiz1

Instructor Notes:  

Student Notes:  

16.  QLCS Mesovortex structure, evolution

Instructor Notes:  While both the supercell mesocyclone and the QLCS mesovortex 
exhibit vertical vorticity at least partly colocated with updraft, they are structurally and 
dynamically different animals. You can see the differences with these two examples. At 
low-levels, the supercell features an obvious hook echo and broad, concave notch with a 
sharp reflectivity gradient.   There is an occluding low-level mesocyclone, and enhanced 
inbounds further east signifying strong inflow into the RFD gust front indicating a new 
mesocyclone may be underway.    The QLCS at low-levels shows a less obvious inflow 
notch and sometimes a rear inflow notch. The mesovortex forms along the gust front, 
and in this case, that’s on the leading edge.  At midlevels (15kft AGL), the supercell 
notch, or WER is closing off into a BWER while the inflow notch on the QLCS is less 
obvious. There are even more stark differences in SRM. Now you can see the occluded 
low-level mesocyclone is deep. The new mesocyclone is strongest at this level. Mean-
while, the QLCS mesovortex does not reach this level. The radar is sampling at the top of 
the gust front.  Let me discuss a couple things you should know. First, the terminology, 
mesocyclone and mesovortex can be somewhat confusing. After all they are both 
mesovortices. These terms came about from different paths and often there is little coor-
dination or reassessment to see if there would be ensuing confusion amongst the 
research community. So often it’s useful to say supercell mesocyclone or QLCS mesovo-
rtex if this helps you to categorize their differing behaviors. Also, there is a term called 
bookend vortex. The mesovortex, such as this one, is not the kind of vortex that 
researchers from back to the days of Fujita called a bookend vortex. The bookend vortex 
refers to the circulation associated with the bow echo comma head and is quite a bit 
larger than a typical mesovortex. Sometimes mesovortices grow upscale to become 
bookend vortices.
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Student Notes:  

17.  QLCS mesovortex structure and evolution: tracks

Instructor Notes:  We’ll take a closer look at the northern bowing segment for the June 
10 case. Notice that the most intense mesovortices form well after the convective echoes 
congeal together to form a QLCS. We’ll take a look at the initiation and evolution of 
mesovortex #6.   If you’d like, please take a look at this case study written up by Atkins et 
al. 2005 titled “Damaging surface wind mechanism within the 10 June 2003 Saint Louis 
bow echo during BAMEX” in Monthly Weather Review. 

Student Notes:  

18.  A typical severe mesovortex initiation (t=0 min)

Instructor Notes:  At 2235 UTC on June 10, 2003, mesovortex #6 was initially tracked. 
You can see two elevations in this four-panel with SRM on the right, one at 5000’ ARL 
and the other, 700’ ARL (lowest elevation scan). Note that the lowest scan shows a gust 
front that’s beginning to become kinked. Notice southwest of the kink, a strong RIJ with 
outbounds approaching 40 kts. Recall that this SRM display removed about 270 deg at 
35 kts already. This mesovortex that’s forming doesn’t have an obvious maximum and 
minimum velocity core like you’d expect in a traditional mesocyclone, however there is a 
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local vorticity maximum that the updraft along the gust front can easily amplify.   Let’s 
take a look at two cross-sections, an Azimuthal one to see the mesovortex, and then a 
Radial one to see the QLCS structure.

Student Notes:  

19.  Azimuthal Cross-section: mesovortex initiation

Instructor Notes:  First, the azimuthal cross-section shows heavy cores overlying a 
weak echo region. Remember that system motion may have caused an artificial WER. 
Going to velocity, the cross-section falls from within the protruding gust front then across 
it into the pre-storm air. The gust front at the kink is nearly vertical for the lowest 10 kft 
ARL with an abrupt cutoff. This structure is pretty typical and sometimes the mesovortex 
will be stronger down low. Spectrum width shows a zone of slightly higher values along 
the gust front interface, and then over the gust front. The high values above may simply 
be due to turbulence in the convective core.

Student Notes:  
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20.  Radial Cross-section: mesovortex initiation

Instructor Notes:  The Radial reflectivity cross-section shows that what may have been 
an artificial WER may be partly real since the strong echo overhang extends so far for-
ward. The core is certainly at least led by a wall of high reflectivity gradient that typifies 
severe QLCSs.   The SRM shows an intense nondescending rear inflow jet right up just 
behind the gust front of 10 kft depth. Note that there is an artificial forward tilt to the gust 
front due to system motion. Notice that the artificial displacement is not as far as the for-
ward displacement of the intense reflectivity core so we are seeing true intense reflectiv-
ity echo overhang.   Spectrum width shows again the most turbulence along, and above 
the gust front with low values in the RIJ core and in the pre-storm inflow. Signs that we 
will have a severe mesovortex event are already here. They include a nearby association 
of the intense RIJ with the low-level onset of the mesovortex, and a deep gust front and 
deep convection coincident with each other.

Student Notes:  

21.  QLCS mesovortex structure and evolution: Time 
height

Instructor Notes:  Adding a time-height profile, what you’ve just seen is marked by the 
arrow. In the upper-left panel, rotational velocity shows values peaking at 11 m/s (21 kts). 
But notice that the highest values are just above the lowest scan. This is a frequent 
behavior where scans above the ground up to 1-2 km have somewhat stronger values 
than at the lowest scan. So if you’re radar is nearby, going up a scan or two may help 
show a more stout mesovortex. However, the mesovortex is still shallow and not exceed-
ing 1.5 km AGL as documented by Atkins et al. 2005.   The following 10 minutes show 
rapid deepening and strengthening of the vortex as you can see in the time trends of 
rotational velocity in the upper right. Notice that the azimuthal shear values in the lower 
right are right in line with any significant supercell mesocyclone (>10X10E-3 per second).   
Different than a typical mesocyclone, notice the diameter of this mesovortex is quite 
small, only 2 km (1.2 nm).   The mesovortex occasionally peaked above 5 km as it 
14 of 28



AWOC Severe Track FY12
matured and produced a sequence of tornadoes.   Intensification occurred prior to or at 
least during tornadogenesis, a typical behavior. Also notice the long lifespan of the 
mesovortex. It would be nice to take warn the initial deepening and intensification of this 
mesovortex before tornado time but you can also be more comfortable with followup 
warnings based on its persistence.   Let’s take a look at this mesovortex at a mature 
stage just prior to the first tornado.

Student Notes:  

22.  A typical severe mesovortex mature stage (t=15 
min)

Instructor Notes:  Shifting 10 minutes later, the mesovortex looks much stronger at the 
5000’ ARL level (top) with now what appears to be at least an isolated velocity minimum 
(inbound) on the top and even a hint of a core of maximum outbounds south of the cen-
ter. The lowest scan also shows at least a maximum velocity core and even a hint that an 
azimuthal gate-to-gate velocity couplet is forming.   These values were used to calculate 
the Vr in the time height trace.   In the reflectivity, there’s a little confusion in the picture. It 
appears that strong reflectivity has swallowed the mesovortex. However, there were 
some convective cells merging with the main line. So look left of the radial cross-section 
line and you see an S-shaped reflectivity gradient where the inflection point is right on 
the mesovortex.   Also note southwest of the mesovortex you still see evidence of the RIJ 
in both the SRM and the rear inflow notch. All these are components of a severe mesov-
ortex. Let’s look at the cross-sections starting with the azimuthal one (A).
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Student Notes:  

23.  Azimuthal Cross-section: mature mesovortex

Instructor Notes:  Again the reflectivity pattern looks a little muddy because of the 
merging cells. The SRM now shows the mesovortex extending to 15 kft (~5 km) ARL. 
The strongest rotational velocity still is in the lowest part of the mesovortex. This time the 
spectrum width highlights a bullseye of high values at the low-level mesovortex center.

Student Notes:  

24.  Radial Cross-section: mesovortex initiation

Instructor Notes:  At 2245 UTC or initiation + 15 minutes, that same overhang is still 
visible, that is with the main convective line, and even the merging cell. Base velocity 
shows the RIJ right behind and leading into the south side of the mesovortex. The gust 
front has deepened behind the mesovortex, almost 15 kft ARL! All the winds in yellow 
are meeting severe thresholds or more. Notice in the SRM the big convergence down 
low, the strong rearward flow above the deep gust front and then the anvil layer outflow 
to the right. This is a pattern typical of a high-end severe QLCS. The SW shows again 
the vortex bullseye down low and the high values along and above the gust front inter-
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face. But the inflow and initial updraft ahead of the gust front are relatively smooth, as is 
the RIJ core.

Student Notes:  

25.  Interim summary: severe mesovortex evolution

Instructor Notes:  To summarize, we had a nondescending vortex though it may appear 
weaker down in the lowest layer. The strong RIJ on the right side and behind the mesov-
ortex is a serious precursor of a severe mesovortex. The mesovortex was not a classic 
Rankine combined archetype. We could see the deepening vortex as it matured and a 
more classic look as it garnered a min and max velocity. The convection was upright and 
even featured a WER. Front and rear inflow notches formed. SW was also useful to snag 
the vortex location as long as you know where to look since there’s lots of other high SW 
centers.

Student Notes:  

26.  Mesovortex formation: Downdraft tilts vortex lines

Instructor Notes:  Researchers have been trying to establish how QLCS mesovortices 
form and as expected there’s more than one answer. This result that popped up in a sep-
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arate window, featured one of the first theories and it’s one that we still consider. That is 
a localized strong downdraft formed behind the gust front and depressed the vortex lines 
along the cold pool boundary eventually leading to a couplet. This evolution results in a 
vortex couplet with the anticyclonic member north or to the left if your pointed in the 
direction that the QLCS is moving. Not many warning forecasters have seen this kind of 
vortex couplet but there’s evidence in BAMEX that they exist, perhaps mainly in the early 
stages of a QLCS before the RIJ really has a chance to mature. The anticyclonic mem-
ber dies off quickly as it fights against Earth’s vorticity.

Student Notes:  

27.  Mesovortex formation: Local updraft tilts vortex 
lines

Instructor Notes:  More recently, Atkins and Laurent developed more than one theory 
for mesovortex formation because they saw different evolutions within the QLCS. This 
one requires a locally intense updraft along the gust front to tilt and stretch streamwise 
vorticity running down the boundary. The resulting vortex would be of a single sign and 
not a couplet.   A similar theory for mesocyclone formation looks quite similar developed 
by Rotunno, Klemp, Davies-Jones and others. Instead of a QLCS gust front it’s the for-
ward flank gust front that helps. However mesocyclones happily form just tilting environ-
mental streamwise vorticity without needing a forward flank gust front.
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Student Notes:  

28.  Mesovortex formation: Local updraft tilts vortex 
lines

Instructor Notes:  This other evolution in mesovortexgensis was found by Atkins and 
Laurent where instead of an isolated updraft pulling up streamwise vorticity, a local out-
ward bulge in the gust front forms, possibly from the RIJ axis or a local downdraft. A 
horseshoe vortex arch forms with the cyclonic member on the north side (or left pointing 
ahead of the QLCS). This couplet is in the opposite sense to what Trapp and Weisman 
theorized and it’s something we see more often, especially during the mature RIJ stage 
of the QLCS.    Notice that this evolution is quite similar to what Markowski et al. 2008 
theorized with the formation of a low-level mesocyclone in a supercell. In the supercell 
case, air from the downdraft descends, creates cross-wise vortex lines around its exte-
rior, in the form of a horseshoe. Some of those vortex lines get entrained into the updraft. 
Notice that they distinguish those vortex lines from the environmental vortex lines that 
help create the midlevel mesocyclone.    

Student Notes:  
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29.  Mesovortex formation: Implications

Instructor Notes:  So we described downdrafts directly tilting cold pool vortex lines to 
create a couplet with cyclonic (anticyclonic) member to the right (left). Then we talked 
about updraft tilting streamwise vortex lines to generate a singular cyclonic vortex, and 
we discussed the formation of vortex arches to create a couplet with the cyclonic (anticy-
clonic) member to the left (right).   We didn’t talk about horizontal shearing instability. 
Basically here the gust front vertical vorticity gets so large that it breaks down into regu-
larly spaced vortices of the same sign, namely cyclonic. So the difference between this 
and the local updraft tilting streamwise vorticity is that first, we don’t know how that verti-
cal vorticity got there to be rolled up, and the local updraft tilting doesn’t produce regu-
larly spaced vortices at the same time. I think you’ve seen pictures of multiple 
waterspouts occurring simultaneously. That’s a manifestation of shear instability, and the 
same thing could happen on a QLCS gust front.

Student Notes:  

30.  QLCS mesovortex tornado precursors – Vr profiles

Instructor Notes:  There hasn't been a lot of work done in the field of discriminating tor-
nadic vs. nontornadic QLCS mesovortices but what there is appears to be fairly applica-
ble. The 10 June 2003 case had a clear discrimination between tornadic and nontornadic 
mesovortices. In this figure the mean rotational velocity of the tornadic mesovortices as a 
function of height shows how much stronger they were than for the nontornadic mesovo-
rtices, especially from 2 km AGL down toward the surface. So at least for this case, the 
mean Vr for tornadic mesovortices was around 24 kts (12 m/s). There needs to be more 
work to show how well this discrimination goes for a large sample of cases. However, the 
take home message is that the tornadic mesovortices are much stronger at low-levels. 
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Student Notes:  

31.  QLCS mesovortex tornado precursors: lifespans

Instructor Notes:  In terms of longevity, the 10 June 2003 tornadic mesovortices lasted 
longer than those that were nontornadic. Again, the sample size is somewhat limited but 
there is evidence that this trend holds true for a larger set of cases too. As a warning 
forecaster, you don’t have time to see if a particular mesovortex is going to last a long 
time, otherwise you’d have to sacrifice a lot of people before issuing a warning. But you 
can certainly increase your confidence in your warnings as the mesovortex continues to 
persist, and especially if its strong and long-lived.

Student Notes:  

32.  Mesovortex evolution: Back to 24 Jul 2009

Instructor Notes:  Going back to the 24 July 2009 case, Ron will be walking you through 
the evolution of a particular mesovortex as he would do in a warning decision making 
mode. This video lasts about 3 minutes.
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Student Notes:  

33.  Review: 24 July 2009 mesovortex

Instructor Notes:  The main message from Ron’s discussion is: This vortex also built up 
in time Stronger mesovortex: LLVr ~ 40 kts Rear inflow notch indicative of RIJ channels.   
Mesovortices most severe when adjacent to an RIJ Best tornado warning issuance time 
was when mesovortex exhibited rapid deepening

Student Notes:  

34.  Along-line variations: intersecting boundaries

Instructor Notes:  As a final major topic, this lesson wouldn’t be complete without dis-
cussing the impacts of heterogeneity (e.g., boundaries, mergers) on QLCS severity, 
especially on mesovortex behavior. There’s quite a bit of work done on how boundaries 
and merging instability lines impact QLCSs but rather than recite all the work, let’s apply 
it to this case, 04 July 2004, that we’ve been going through in this lesson. We already 
eluded to the presence of a pre-line boundary in this case extending to the southwest 
creating an intersection. Let’s start at 1153 UTC and we’ll see how the boundary has 
impacted the pre-storm environment. There’s not much to go on except a couple METAR 
stations, Joplin and Springfield, and the Springfield WSR-88D VWP. The post boundary 
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air is important to sample because it’ll determine how well the bow can survive on that 
side. But also equally important is how the boundary-bow intersection plays a role in 
enhancing mesovortexgenesis. For this page, we’ll concentrate on the post-boundary air. 
I included the SGF raob hodograph at 12 UTC to show that there’s a fairly complex shear 
profile from 0 – 3 km AGL and a general west-northwest bulk wind difference of 30 kts 
from 0 – 6km AGL.  At 1153 UTC, the boundary has just passed Joplin and we can see 
the temperature hasn’t dropped yet. The apex of the bow is directly in line with the 
boundary.     At 1214 UTC, the KSGF wind profile shows a complex vertical wind profile 
but the VWP is not picking up the lowest level winds. There’s perhaps a tendency for a 
northeasterly 0-3 km shear vector averaging the lowest few hundred meters within the 
surface and a similar layer around 3 km AGL.  At 1240 UTC, the boundary passes over 
the radar and the surface winds go from southwest to northwest.   The vertical shear is 
still complex.  At 1300 UTC, There is a marked increase in southeasterly shear within 
the boundary layer with northwesterly surface winds and almost southerly 3 km winds. 
Above 3 km the wind shear reverses to northerly again. This feature persists through the 
end of the loop. The 0-3km shear is much stronger but in this case may not actually be 
conducive to enhancing the strength of the line since the predominant component of the 
shear is line-parallel, even front to rear. Notice that the northern end of the line never 
extends far beyond the boundary intersection. As far as instability is concerned, the SGF 
METARs eventually drop from 75 deg F just north of the boundary to 73 deg F an hour 
later. However the dewpoint remained higher than the pre-boundary air. It’s not clear that 
the instability decreased rapidly north of the boundary but the shear could’ve had a neg-
ative impact on the QLCS survival. Had the shear been oriented from the WSW behind 
the boundary, the QLCS may have threatened Springfield with potential mesovortices. 
But most likely for the shear to be oriented from the WSW, the post boundary wind direc-
tion would’ve needed an easterly component, an attribute most commonly associated 
with a stalling, or even lifting outflow boundary.     

Student Notes:  

35.  Along-line variations: Merging ascent zones

Instructor Notes:  If the horizontal shear along and north of the boundary is not condu-
cive for maintaining the QLCS, then perhaps another one or two other sources could 
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help to increase the threat of a severe mesovortex. One could be the enhanced conver-
gence at the boundary intersection, and another could be the intersection of other con-
vective cells, or the forcing mechanism producing them. In this case, there’s a double 
intersection between an instability line forcing an axis of broken cells and the boundary at 
the same time. The locally stronger convergence here could easily have locally amplified 
any vertical vorticity lying along either boundary into a well defined vortex. Lese, 2006 
noticed that the mesovortex that coincided with this double intersection resulted in a tor-
nado while an adjacent mesovortex to the south did not. In the next slide, Ron will 
describe his thought process in warning forecaster mode. 

Student Notes:  

36.  Along-line variations and mesovortices: 04 Jul 
2004

Instructor Notes:  Ron will be showing you the evolution of this particular mesovortex 
and how it relates to the surrounding intersections. Take note of his interrogation of its 
evolution with time and height too.

Student Notes:  
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37.  Quiz-2

Instructor Notes:  

Student Notes:  

38.  Along-line variations: Interim summary

Instructor Notes:  Post-boundary air altered vertical shear, this time possibly in a nega-
tive way Boundary intersection likely enhanced convergence to amplify existing vertical 
vorticity Instability line manifested by merging line of cells created a double intersection 
with the other intersection and helped the one mesovortex become tornadic

Student Notes:  

39.  Summary

Instructor Notes:  What stages in a QLCS lifecycle are most likely to produce the most 
severe wind (tornado) potential? During and after formation of the RIJ What kinds of 3-D 
structure are most related to the most intense severe wind (tornadic) events? Look for 
deep and steep gust front with a deep convergence zone and attached to a solid wall of 
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deep convection.   What is a common evolution of convection preceding the formation of 
bows? Merging small multicells and associated cold pools What is the motion of typical 
bows? Typically with the mean convective layer wind and faster

Student Notes:  

40.  Summary - contd

Instructor Notes:  How do mesovortices form? downdraft tilting vortex lines behind gust 
front, local updraft tilting streamwise vorticity on gust front, updraft tilting cross-wise vor-
ticity over protruding gust front When are mesovortices most likely to become severe 
(wind and tornado)? After the RIJ forms and moves adjacent to a mesovortex How do I 
discriminate tornadic from nontornadic mesovortices? Stronger rotational velocity, depth, 
lifespan, environment When is the best time to issue a warning on a mesovortex? As the 
mesovortex begins to deepen

Student Notes:  

41.  Summary - contd

Instructor Notes:  How can a pre-storm boundary enhance mesovortices? Increasing 
pre-storm vertical shear, enhancing convergence at the intersection point Does a pre-
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storm outflow boundary or warm front always enhance mesovortices? No, we need to 
worry about stability and shear changes as always

Student Notes:  

42.  Credits

Instructor Notes:  

Student Notes:  

43.  Contact Information

Instructor Notes:  Get in touch with us should you have a question or would like to chat 
about severe weather.
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Student Notes:  
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