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Situation Awareness and 
Decision Making in a Warning 

Environment
Advanced Warning Operations Course

IC Core 2
Warning Decision Training Branch

Welcome to Situation Awareness and Decision Making in a Warning 
Environment!
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Overview

• Lesson 1: The Warning Process and the Role 
of Intuition

• Lesson 2: Individual Situation Awareness (SA)
• Lesson 3: Team Situation Awareness (SA)
• Lesson 4: SA Demons: The Enemies of 

Situation Awareness

Situation Awareness and Decision Making in a Warning Environment is 
divided into 4 lessons. Each lesson is a separate presentation and is 
expected to take an average of 30 minutes to complete. 
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Learning Objectives
1. Identify conditions favoring analytical and intuitive 

decision making styles.
2. Identify definitions, examples and failures of the 

three levels of Situation Awareness (SA).
3. Identify factors that can impact getting and 

maintaining individual SA.
4. Identify factors that can impact getting and 

maintaining team SA.
5. Identify the SA demons and how they can inhibit 

SA.

Here are the Learning Objectives for the entire IC. The objectives that apply 
to each lesson will be repeated at the beginning of each lesson. The 
Learning Objectives will be tested when you take the on-line exam for IC 
Core 2.
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Performance Objectives

1. Using specific data examples, identify the 
three levels of SA and how they are 
contributing to your warning decisions, 
while working:

a) WES simulations, and
b) Warning events.

2. As part of post-event analysis, determine 
the role that SA (good or bad) at the three 
levels played in the warning decisions that 
were made.  

The Performance Objectives for IC Core 2 apply during this course as well 
as after completion. Though they are not tested formally, questions related 
to these Performance Objectives will be posed during the course 
simulations. Developing SA in the “domain” of the warning environment is a 
skill that evolves over time and is an important asset in making sound 
warning decisions. 
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Situation Awareness and 
Decision Making in a Warning 

Environment
Advanced Warning Operations Course

IC Core 2
Lesson 1: The Warning Process and 

the Role of Intuition
Warning Decision Training Branch

Lesson 1 will focus on the elements of the Warning Process, which includes 
both meteorological and non-meteorological factors. There is also a section 
on analytical and intuitive decision making, and the role of intuition in the 
warning “domain”.



6

Lesson 1: The Warning Process 
and the Role of Intuition

Learning Objective:
• Identify conditions favoring analytical 

and intuitive decision making styles.

“We dance round in a ring and suppose, but 
the secret sits in the middle and knows.”

Robert Frost

Lesson 1: The Warning Process
The Learning Objective associated with this lesson addresses analytical and 
intuitive decision making. The Learning Objectives will be tested when you 
take the on-line exam for IC Core 2.
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Information Processing in a 
Warning Environment

Communications

Staffing Issues

Coordination &

Training

Conditions 
observed 
outside

Location, 
expected 
impact

Ongoing
Mesoanalysis

Satellite

Model  
1,2,3,etc 
guidance

Radar 
1,2,3,etc 
Data 

Conceptual models

Expectations

Equipment status

Ground truth Gut feeling

Warn Don’t Warn

There are so many different types of information that must be blended to 
make a warning decision. Using each of these data sources effectively is 
difficult, since the strengths and limitations of each data set must be well 
understood. Also, the update time scales of each data source differs, which 
requires mental tracking. 
This lesson will take a particular look at the contribution of “gut feeling”, 
which is your intuition.
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Decision to Warn
The Sum of All Inputs

Preponderance - More 
likely than not (Civil Trial)

Typical level of confidence 
in warning decisions

Beyond a reasonable doubt –
Very likely (Criminal Trial)

A preferred, but rare, level of 
confidence in warning decisions

Assessing the situation and making a decision 
are two different processes

“Beyond a reasonable doubt” is a level of certainty that is very rare in 
warning decisions. We would like to operate at that level, but most often, a 
warning is issued because the “preponderance of the evidence” supports it. 
If you find yourself delaying making a warning decision by waiting for a 
higher level of certainty, think about this concept. Perhaps you are waiting 
for a level of certainty that is not going to exist.  
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The Warning Process

• Anticipation
– If you are not looking for it, will you 

see it when it’s there?
• Product Selection
• Feature Recognition
• Spotter Reports
• Warning 

Generation/Dissemination
• Non-Meteorological Factors

Among these elements of the warning process, we will focus on Anticipation 
and Non-Meteorological Factors. Anticipation is based on Threat 
Assessment (part of the AWOC Severe Track), which creates expectations 
with respect to data cues, such as types of radar signatures. Non-
meteorological factors involve the “domain” of the forecast office, as well as 
human decision making characteristics. 
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How the Scales are Tipped
Before Looking at Radar Data

Weak Boundaries
Deep Moisture
CAPEs 1000-1500 j/kg
Deep Layer Shear

Capping Inversion
Cirrus Shield
No Watch Issued
Lack of Upper Level

Forcing

This animation depicts the “tipping of the scales” of a warning decision 
before looking at radar data. The climatology, synoptic, and mesoscale 
factors all affect the warning decision. In this case, the scales are 
moderately tipped in favor of a warning. 
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How the Scales are Tipped
Before Looking at Radar Data

CAPEs 3000-4000 j/kg
Strong Upper Forcing
Large Looping

Hodographs
70+ Dewpoints

Boundary Uncertainties
Capping Inversion

This animation depicts the “tipping of the scales” of a warning decision 
before looking at radar data. The climatology, synoptic, and mesoscale
factors all affect the warning decision. In this case, the scales are strongly 
tipped in favor of a warning. 
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The Warning Process

• Anticipation
• Product Selection

– A small subset of the 100K + choices
• Feature Recognition

– Aha! The intuitive response
• Spotter Reports

– Not all spotter reports are created equal
• Warning Generation/Dissemination

– Does it go out correctly? Does it get the right 
response?

Non-Meteorological Factors

There are many challenges here: choosing products appropriate for the 
anticipated threat, recognizing a significant feature when you see it, knowing 
which spotter reports to rely on, and conveying the threat through language 
in products issued. Then there are numerous factors that have nothing to do 
with meteorology…
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Non-Meteorological Factors

• The complex “domain” of the forecast office
– Staffing

– Experience of staff
– Available staff vs. workload
– Stress, fatigue, pressure

– Volume of calls (incoming/outgoing)
– Equipment problems
– Weather at station (affects number of calls and 

equipment reliability)
– Concerns about office performance 
– Communication and coordination

There is an enormous amount of work that goes on during a warning event 
and usually a number of unknowns. The good news is that there are things 
that can be done to mitigate some of the potential chaos, which will be 
presented later in this IC and in other ICs.  
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Cognitive Load
A Limited Resource

• What is going on in that warning forecaster’s 
head?

• Attention and working (short term) memory
– Conscious activities

• Long term memory and intuition 
– May be conscious or sub-conscious

• Your intuition (gut feeling) may respond to a 
data cue as a conscious memory or as a 
feeling

The total mental activity for working a task is called cognitive load. This 
involves cognitive work done at the conscious and sub-conscious level. 
These concepts will be explored later in IC Core 2. The key thing to 
remember is that no matter how skilled a human may be, cognitive activities 
are in total a limited resource. Intuition is an important part of cognitive load 
and will be discussed in the next few slides. One of the ways to learn to use 
intuition effectively is to understand that it may be experienced as either a 
conscious thought or an emotion (gut feeling). 
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Analytical and Intuitive 
Decision Making

• Analytical decision making 
– Identify the set of options
– Evaluate the pros and cons of each option
– Pick the best option

• Intuitive decision making
– A pattern is recognized, revealing:

– Which cues to look for, what to expect and what to do
– This process can be instantaneous and without 

conscious thought

Most decisions involve a combination of analysis and intuition. Intuition is 
often thought of as a flash of insight, but it is much more a part of everyday 
decision making than we realize. Consider driving a car. If you were 
constantly identifying all the options of what next to do, then weighing the 
pros and cons of each of these options, then picking a best option, you 
wouldn’t get very far! We are very familiar with the “domain” of driving and 
often respond intuitively. 
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Conditions Favoring Analytical 
and Intuitive Decision Making

• Analytical: 
– Little time pressure
– Goal is optimization (find the

best option among many)
– Computational complexity 

(cost effective analysis)

• Intuitive:
– Significant time pressure
– Dynamic conditions
– Lives at stake

Though most decisions we make are a combination of analytical and intuitive 
thinking, there are environments better suited to one or the other. If I have to 
decide which new color copier to buy, I’ll likely look at a number of copiers, 
weigh the different features and their associated costs, and come up with the 
best option. The NWS warning environment is one of significant time 
pressure, data uncertainties, complex communications and (often) lives at 
stake. This kind of environment is similar to firefighters, paramedics, the 
military, and other domains where decision making has been studied for 
many years. Researchers in the field of “naturalistic decision making” have 
discovered that intuition is an important component in decision making in 
these types of domains. 
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The Role of Intuition

• “Your intuitions are not accidental. They 
reflect your experience.” Gary Klein

• Experience is not the same as expertise
– Intuition is the voice of your experience. Using it 

effectively is part of expertise.
• Your intuition responds (a thought or a 

feeling) to data cues, often prompting 
investigation

The intuitive response (aha!) is based on your experience, and sometimes it 
may be just a feeling. Experts in many fields have learned to use their 
intuition as part of their decision making process. 
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Experts in Dynamic Domains 
Often Use Their Intuition

Experts in Dynamic Domains Experts in Dynamic Domains 
Often Use Their IntuitionOften Use Their Intuition

•• Pattern recognitionPattern recognition
–– BWER in a developing stormBWER in a developing storm

•• Which data cues to look forWhich data cues to look for
–– MesocycloneMesocyclone in mid levelsin mid levels

•• What is expected to happen nextWhat is expected to happen next
–– Hook at low levelsHook at low levels

•• How to respondHow to respond
–– Get that warning readyGet that warning ready

The expert warning forecaster has many things in common with experts in 
other dynamic domains that use both their intuition and their analysis to 
make decisions. Recognizing a significant pattern can occur consciously 
(aha! I know what this is and I know what to do) or sub-consciously (a feeling 
that this is significant). There may be additional data cues to look for and 
decisions to make. The point here is that the intuitive response can be the 
beginning of a process that leads to a warning decision. 
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The Role of Intuition

Two different types of intuitive responses:
1. The data cues fit a pattern “it makes sense”:

I’ve seen this before; I know what it means; I know 
what to look for; I know what to do 

2. The data cues do not fit a pattern “it doesn’t 
make sense”:

There is something missing here; something 
doesn’t seem right; step back and re-evaluate

The “aha” intuitive response happens when the data do fit a known 
pattern…”it makes sense”. The other possibility is that the data do not fit a 
pattern…”it doesn’t make sense”. In each case, the expert knows what to do 
following the intuitive response. 
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“It Just Didn’t Look Right”“It Just Didn’t Look Right”“It Just Didn’t Look Right”

•• TDA detections in TDA detections in supercellsupercell; ; 
strong gust front; rotation notstrong gust front; rotation not
indicatedindicated
–– No vertical continuity in SRMNo vertical continuity in SRM
–– TDA detections well behind gust frontTDA detections well behind gust front

•• Severe Thunderstorm warning; environment not Severe Thunderstorm warning; environment not 
favorable for tornadoesfavorable for tornadoes

•• Reports of wind damage; cause ambiguous Reports of wind damage; cause ambiguous 
•• Readied Tornado Warning pending better ground Readied Tornado Warning pending better ground 

truth or more convincing radar signaturestruth or more convincing radar signatures
•• No tornado; wind damage due to gust frontNo tornado; wind damage due to gust front

In this event, the forecaster was concerned about the algorithm detections, 
but the signatures in the radar base data conflicted with the TDA results and 
the environment was not favorable for tornadoes. The sense that something 
wasn’t right led him to seek additional data cues and maintain the warning 
status as Severe Thunderstorm. 
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Decision Points 

Intuition can play a 
role in which way to 
go next

The decision making for a warning event can be represented by a maze. 
The intuitive response often leads to the next step…with additional data 
cues to look for or perhaps going directly to issuing a warning. When 
examining your warning decision making, consider the role of intuition. 
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“Never ignore a gut feeling, 
but never believe that it is enough.”

Robert Heller

Intuition can be a powerful tool, but it is not the only tool. It is just a part of 
the process of analyzing the radar base data, assessing the near storm 
environment and assimilating reports. 
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Situation Awareness and 
Decision Making in a Warning 

Environment
Advanced Warning Operations Course

IC Core 2
Lesson 1: The Warning Process and 

the Role of Intuition
Warning Decision Training Branch

This concludes Lesson 1: The Warning Process and the Role of Intuition. 
There are three remaining lessons for IC Core 2.
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Questions?

1. Check with your AWOC facilitator (most 
often the SOO)

2. Send your question to 
iccore2@wdtb.noaa.gov

If you have questions about the material from IC Core 2, first check with your 
AWOC facilitator (most likely your SOO). If your AWOC facilitator cannot 
answer your question, please send an email to iccore2@wdtb.noaa.gov.
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Situation Awareness and 
Decision Making in a Warning 

Environment
Advanced Warning Operations Course

IC Core 2
Lesson 2: Individual SA

Warning Decision Training Branch

Lesson 2 will focus on the Situation Awareness (SA) of an individual. This 
lesson will take a look at the three different levels of SA, as well as examples 
of failures at each level. 



2

Lesson 2: Individual SA

Learning Objectives
• Identify definitions, examples and 

failures of the three levels of SA.
• Identify factors that can impact getting 

and maintaining individual SA. 

“To see, to hear, means nothing. To recognize 
(or not to recognize) means everything.”

Andre Breton

The Learning Objectives for Lesson 2 apply to the definitions, examples, and 
failures of each of the three levels of SA. The objectives also address factors 
that can impact getting and maintaining SA. The Learning Objectives will be 
tested when you take the on-line exam for IC Core 2. 
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Lesson 2: Individual SA

Performance Objectives
1. Using specific data examples, identify the 

three levels of SA and how they are 
contributing to your warning decisions,  
while working:

a) WES simulations, and
b) Warning events. 

2. As part of post-event analysis, determine 
the role that SA (good or bad) at the 
three levels played in the warning 
decisions that were made.  

The Performance Objectives for Lesson 2 apply during this course as well as 
after completion. Though they are not tested formally, questions related to 
these Performance Objectives will be posed during the course simulations. 
Developing SA in the “domain” of the warning environment is a skill that 
evolves over time and is an important asset in making sound warning 
decisions.
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Situation Awareness: The Ability 
to Maintain the Big Picture

Looks like one of the individuals is lacking SA in this domain…
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SA Helps You Anticipate
“I see a bad 

moon 
a-risin’…”

SA supports your expectations. It also supports the process of shifting 
expectations during an event. 



6

What SA is Not

“Howdy. My name is 
John. I am 18 years old 
and live in the USA. 

I was born with brown 
hair, green eyes, and 
situation awareness.”

SA is not an inherent ability. It is acquired for 
different domains, such as driving a car

SA is not something that you are born with. The ability to acquire SA is 
learned, and SA must be acquired for each domain. You already have SA in 
many domains in your life…for example, driving a car. 
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SA Research Has Been 
Ongoing in Many Domains

Situation Awareness: Its Role in Flight Crew Decision Making

Attention Distribution and Situation 
Awareness in Air Traffic Control

What Mishaps Tell Us About Crew Member Role 
Assignment and Air Crew Situation Awareness

Automation, Workload, and Situation Awareness

Measures of Infantry Situation Awareness 
for a Virtual Mout Environment

The Effect of Overview Displays on Situation Assessment

SA has been studied for many years in other domains. Here are examples of 
research papers from NASA, the FAA and others. There are many things in 
the NWS warning environment that are common to the military, aviation, 
emergency medicine, nuclear power, and other domains. All require decision 
making in high stress environments with significant uncertainty, time 
pressure and lives are often at stake. 
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Situation Awareness
Definition 

• Perception of the elements in the 
environment within a volume of space 
(Level 1)

• Comprehension of their meaning (Level 2)
• Projection of their status in the near future 

(Level 3) 

Endsley 1988

There are three levels of SA, as defined by Mica Endsley. Each level will be 
examined separately. Notice that none of these definitions involves making a 
decision! SA forms the framework for making decisions.
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Situation Awareness
Level 1

Situation AwarenessSituation Awareness
Level 1Level 1

• Perception of the elements in the environment of the elements in the environment 
within a volume of space (Level I)within a volume of space (Level I)

Is this what your 
decision is based 
on?

Or did you see 
this as well?

Same time…different radar

Level 1 SA involves simply seeing the relevant data in the domain. Since 
there is such an enormous volume of data available in the warning 
environment, success with level 1 SA requires looking at what is most 
appropriate. However, the most pertinent data may be unavailable, masked 
by system design or it may require a great deal of effort to see. 
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Situation Awareness
Level 2

Situation AwarenessSituation Awareness
Level 2Level 2

• Comprehension of their meaning of their meaning 

Did you see this?

Perceive

Hook echo with 65 dBZ in the hook debris

Now that you’ve seen this, do you 
understand what this is?

Level 2 SA involves your ability to comprehend the data and recognize 
patterns. In this example, you may understand the significance of a hook 
echo (and were able to see it in the data – level 1). The added significance 
of the high dBZ value in the tip of the hook is also (hopefully) 
comprehended. The radar beam is reflecting back from debris which has 
been lofted into the circulation.
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Situation Awareness
Level 3

Situation AwarenessSituation Awareness
Level 3Level 3

• Projection of their status in the near futureof their status in the near future

Did you see this?

Perceive

Do you understand what 
this is? 

(Hook echo with 65 dBZ
in the hook: debris)

Comprehend

Now do you realize what is likely to 
happen? And what you should do?

Project

…Tornado Emergency for the OKC Metro……...

Level 3 SA involves mentally projecting this feature forward in time and 
understanding the associated consequences. With level 3 achieved, the 
decision on what to do next is usually straightforward. 
Note that attaining the three levels of SA is not the same as making a 
decision. Attaining SA (what do I have?) supports the warning decision (what 
do I do?). 
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SA vs. Making a Decision

• The perception, comprehension and 
projection process enables the warning 
decision
– Assessing what you have leads to deciding what 

you do
– SA drives the train

Human Performance and 
Decision Making

SA

Though there are three levels of SA, none of these levels involves making a 
decision. Once all three levels of SA are achieved, the decision follows 
easily. SA provides the framework (drives the train) for making a decision. 
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Attaining and Maintaining 
Individual SA

• Cognitive load: Attention
– Switching among multiple data streams and 

managing task priority

– Screen out the “noise” (audio and video)
– Domain can be designed to support attention

SA can be enhanced if the domain is designed to support human attention, 
which is a limited resource. Attention manages the multiple data streams, as 
well as their relative priority. Attention must also function to screen out 
information that is not relevant, audio and video noise. It is important that the 
domain (systems and people) does not overly tax human attention, and 
appropriate design can support attention.  
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Attaining and Maintaining 
Individual SA

• Cognitive load: Working (short term) memory
– Processes and holds data in chunks
– A limited “cache” for storing data chunks that 

support pattern recognition

Another limited resource is working memory, where the data chunks found 
by attention are stored. A “cache” of these chunks is required to support 
pattern recognition, but this is a limited resource! 
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Attaining and Maintaining 
Individual SA

• Cognitive load: Long term memory 
– Conceptual models
– Recognition of 

meaningful patterns
– Conceptual models make the

connections among the 
different chunks of information

You don’t go around all the time thinking about HP supercells, but patterns 
associated with them reside in long term memory. This is where a number of 
conceptual models for severe weather would be stored. The conceptual 
model provides the necessary connections among the chunks of data in 
working memory. Accessing a conceptual model from long term memory 
during an event may not be conscious, but that feeling of “I’ve seen this 
before” means something!
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Attaining and Maintaining 
Individual SA

• Attention and memory are limited resources 
significantly impacted by workload
– As workload increases, SA decreases
– Assumption is that automation decreases 

workload
– Many aspects of workload are controllable

“Busy – Watch issued at ZFP issuance, stopped
meso-analysis to ‘fix’ ZFP. Lost boundaries!”
WDM IV Workshop Field Presentation

Workload has a significant impact on SA, and it can be made manageable. 
IC Core 2 has several examples from presentations made by field offices 
during the Warning Decision Making (WDM) IV Workshops. In this example, 
the warning forecaster was also managing routine product issuance and 
missed some important information. Perhaps someone else could have been 
available to update the zones!
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SA and Workload
• Low SA, low workload

– Don’t know anything, don’t want to know
• Low SA, high workload

– Don’t know anything, but am trying way too hard to 
find out

• High SA, high workload
– Do know plenty, but at great effort

(can’t keep this up for long!)
• High SA, low workload

– Do know, and it comes easily
– If you are not operating here….find out why and fix it!

One significant way to support good SA is keeping the individual’s workload 
at a manageable level. There are strategies to keep workload manageable. 
They will be mentioned here, and explored further in IC Core 3, Expertise 
and Effective Office Warning Strategies. With low SA, the workload can 
affect whether or not is it ever attained. Once high SA is attained, the 
workload can affect whether or not SA is maintained. High SA with high 
workload is like sprinting, which is hard work that you can maintain for only a 
short time. High SA with low workload is like running a marathon, which is 
still a lot of work but at a pace that you can maintain for a long time. 
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SA and WorkloadSA and WorkloadSA and Workload
•• Warning decisions require all three levels of SAWarning decisions require all three levels of SA

–– PerceptionPerception of radar data, spotter input, storm of radar data, spotter input, storm 
environment, etc.environment, etc.

–– ComprehensionComprehension of patternsof patterns
–– ProjectionProjection to the near futureto the near future

•• Requires proactive radarRequires proactive radar
base data base data interrogation interrogation 

•• Warning forecaster must have Warning forecaster must have 
manageablemanageable number of stormsnumber of storms
to monitor to monitor 
–– SectorizeSectorize (re(re--distribute workload)distribute workload)
–– Assure staffing is appropriateAssure staffing is appropriate

Why is workload so important? Appropriate storm interrogation requires 
proactive analysis of the radar base data. Sectorizing can ensure that each 
warning forecaster has a manageable number of storms to interrogate.
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Sectorizing and SASectorizingSectorizing and SAand SA

Advantages

• Divide the workload

• Focus on base data

• Maintain higher SA  

Disadvantages

• Coordination becomes 
a challenge and must 
be managed

Sector 1- Bill
Sector 2- Erin

Sector 3- Vern

Sectorizing can have great benefits, but it requires oversight and 
coordination by someone…perhaps a warning coordinator. In this example, 
there are three sectors. The coordination challenges with sectorization 
include passing storms from one sector to the next or redefining sectors as 
needed. A designated warning coordinator can oversee this process and 
ensure that the storms are all “covered”. 
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SA and “Warning Coordinator”
Maintain the Overall Big Picture
• Maintains “event level” SA (internal and external to 

office)
– Oversees end-to-end office operations
– Not a “catch all” person for unassigned tasks

• Monitors staffing and workload
• Doesn’t know details such as storm scale structures
• Gages the office’s message

to the customer
– Flow of products
– Wording of products

• Ensure actions are documented 

The warning coordinator oversees office operations, but is not a “catch all” 
person for unassigned tasks. The coordinator serves more as a coach: not 
actually performing tasks, but seeing that operations are flowing smoothly. 
Having a warning coordinator overseeing these tasks can significantly lower 
distractions for the warning forecasters, allowing them to better maintain 
their storm interrogation SA. Perhaps the most important contribution that 
the coordinator can make is to gage the office’s message to the customer. 
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Workstation Configuration Can  
Maximize SA by Decreasing Workload

Storm scale
Warning

Mesoscale

Workstations can also be configured to support your SA. There are many 
possible configurations. In this example, two monitors are set up for storm 
scale and mesoscale analysis, respectively. The third monitor is set up to 
process warnings. 
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SA and Workload
One Final Comment

“Keep an extra person* available for the one thing 
that you did not plan to happen...ie…the media 
showing up at our building wanting to do interviews 
while warnings were being issued.”

WDM IV Workshop Field Presentations

*having that extra person 
available is the 
coordinator’s decision!

A recommendation from one of the WDM IV workshop field presenters! 
During a largely successful event, one thing that wasn’t expected was a visit 
from the media. Having an extra person available for the unknowns can 
make a huge difference, and keeping that extra person available is the 
coordinator’s decision. Though the warning coordinator may be able to do 
short interviews, his/her SA may for lost if too much time is spent away from 
maintaining the big picture. 
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Failures in Situation Awareness

“When you’re in the denial business, 
it’s hard to know when to quit.”

Sebastian Junger, The Perfect Storm

There are many different ways that each of the three levels of SA might fail. 
Denial is only one of the possibilities, but it was a factor in the loss of the 
Andrea Gail. 
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Level 1 Failures: What May 
Prevent Perceiving Data

• Most relevant data not available or obscured 
– Sometimes human intervention can correct this 

• Data presented in too much detail
– Must extract useful information from the glut

• User doesn’t know what is relevant
• Distractions, workload

There are many barriers to perceiving data, which can result in failures of 
Level 1 SA. An important example for warning operations would be the 
masking of radar data by range folding. This problem can often be mitigated 
by changing the PRF, but workload may impact the ability to perform this 
function. Someone must be available to perform the PRF change and be 
familiar with the procedures. If the forecaster is inexperienced, there may be 
times when he or she is uncertain what is the most relevant data to seek. 
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Level 1 Failures: What May 
Prevent Perceiving Data

Level 1 Failures: What May Level 1 Failures: What May 
Prevent Perceiving DataPrevent Perceiving Data

•• Most relevant data not available or obscuredMost relevant data not available or obscured
–– Radar sampling issues; PRF change?Radar sampling issues; PRF change?
–– Spotter reports?Spotter reports?

RDA

RDA

RDA

RDA

In this example, there is a storm viewed from two different radars, but in 
each case range folding is a factor. A PRF change may have revealed more 
significant features. The velocity data with one radar is inconclusive, while 
the other radar shows a potential circulation. With these limitations to level 1 
SA in the radar data, spotter reports are very valuable. However, there may 
be communication barriers that prevent a relevant spotter report from getting 
to the warning forecaster. 
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Level 1 Failures: What May 
Prevent Perceiving Data

• Recognition of significant cell delayed by:
– AWIPS procedures rebuilt on the fly 

– Recent AWIPS upgrade and forecaster unsure if 
procedures survived

– Initially using Base Velocity instead of SRM
– Supercell in area of range folding
– No reports from spotters viewing storm

WDM IV Workshop Field Presentations

Here is an example of a Level 1 failure from one of the WDM IV Workshop 
field presentations. These problems slowed the recognition of a significant 
supercell. The lack of relevant data (spotter reports and range folding) as 
well as compromised storm interrogation delayed the development of good 
SA on this storm. 
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Failures in Level 1 SA
NWS Example

• Contributors to an unwarned tornado
– Feature masked by range folding

– PRF not changed 
– Storm at long range

– Sampling limitations not well understood?
– Data from other radars available?

– Workload overwhelming
– Sectorizing? Need additional staff?

There will be a number of “NWS Examples” presented in IC Core 2. Each of 
them is loosely drawn from service assessments, event reports or field 
presentations made by an office at the WDM IV Workshops. In this case, a 
tornado developed from a storm that was in an area of range folding. 
Perhaps the staff was unfamiliar with the procedure to change the PRF or 
just didn’t have time. Since the storm was at long range, perhaps other radar 
data, if available, would have been helpful. The workload was overwhelming, 
likely contributing a great deal to the lost perception of the significance of 
this storm. Additional staff and/or sectorization may have mitigated the 
workload impact. 



28

Level 2 Failures: What May 
Prevent Comprehending Data

• Inability to recognize data 
features that represent a 
known conceptual model
– Multiple data streams often needed to build 

connection to conceptual model
• Lack of a relevant conceptual model
• Lack of experience
• Distractions, workload

In the warning environment, level 2 SA requires comprehension of multiple 
data streams (radar images, spotter reports, near storm environment data) 
to support the pattern recognition and build the connection to the conceptual 
model. If the relevant data are seen but not understood, level 2 SA with 
respect to a conceptual model may be lost. Lack of experience can limit 
comprehension, even if the data are readily available. Distractions and a 
workload that is too high can also compromise level 2 SA.
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Level 2 Failures: What May 
Prevent Comprehending Data

Level 2 Failures: What May Level 2 Failures: What May 
Prevent Comprehending DataPrevent Comprehending Data

•• Storm from radar A with veryStorm from radar A with very
high high dBZsdBZs: hail suspected : hail suspected 
as a threatas a threat

3 body scatter spike, which 
implies very large hail

•• Storm from radar B: do you Storm from radar B: do you 
know what the appendageknow what the appendage
means?means?

In this example, the view from radar A depicts a storm with very high dBZs in 
its core. What is comprehended from radar A is that hail a suspected threat. 
However, the view of the same storm from an adjacent radar reveals a 3 
body scatter spike. If you understand what that means, your level 2 SA on 
this storm now includes the likelihood of very large hail. In this case, the 
storm produced baseball size hail. The 3 body scatter spike adds significant 
additional information, if you understand what it means. 
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Failures in Level 2 SA
NWS Example

• Contributors to an unwarned tornado
– Conceptual model of tornadic supercell not well 

understood
– Report of previous tornado with storm not 

relayed to warning forecaster
– 3D storm analysis incomplete

– Inadequate RPS lists

In this event, a storm had previously produced a tornado, but a delayed 
report of the tornado was not relayed to the warning forecaster in real time. 
Additionally, the ability of the warning forecaster to interrogate the storm was 
compromised by inadequate RPS lists. The conceptual model of this
tornadic supercell might have been better understood if the tornado report 
was passed on and the storm had been more thoroughly interrrogated. 
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Level 3 Failures: What May 
Prevent Correctly Projecting Data
• Limited understanding of conceptual model
• Inability to assimilate strengths and limitations

– Data sampling limitations may result in incorrect or 
ambiguous expected storm behavior

– Radar sampling 
– Near storm environment analysis 

• Limited experience
• Distractions, workload

Level 3 SA requires a thorough understanding of conceptual models, 
sufficient to predict future threats. So lack of experience or lack of a relevant 
conceptual model (or both) greatly impact level 3 SA. The data streams used 
in warning decisions all have strengths and limitations, which must be 
understood. A storm’s expected future behavior may be incorrect or 
inconclusive due to data limitations. The combination of limitations from 
radar and near storm environment may result in projections that are in 
conflict or in error. 
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Level 3 Failures: What May 
Prevent Correctly Projecting Data
• Ragged line of moderately intense cells

– Concern is rotation; velocity data limited to SRM
– Call to EM from county with most intense

cell; no reports
– Conclusion: all is well
– Result: downburst damage to homes/businesses

• SRM not appropriate for ground relative winds
• Over reliance on null report

WDM IV Workshop Field Presentations

In this case, the projection (Level 3) was based on data choices (other data 
were available) with significant limitations. Had the Base Velocity been seen 
instead of SRM, the potential for strong straight line winds might have been 
detected. Had the EM from the county in question reported even minimal 
wind damage (or told them that no-one was in the suspected area), the need 
to more closely examine radar data might have been more apparent. The 
combination of both of these limitations in the data led to the poor Level 3 
SA in this case. 
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Level 3 Failures: What May 
Prevent Correctly Projecting Data
• Conceptual models must be familiar enough to 

– Be understood from the data (Level 2 SA)
– Know what the expect in the near future (Level 3 SA) 

• Example: Storm has produced a tornado and now 
has the following attributes
– Max reflectivity decreases and top has lowered
– Less structure apparent on radar
– Circulation has weakened

• Near storm environment not significantly different
• How does this behavior fit with the conceptual 

model of a tornadic supercell?

In this example, a storm has previously produced a tornado. Now the radar 
data shows a lowering top, lower max reflectivity and a weakening 
circulation. The near storm environment is not significantly different, so the 
question to ask is how does this behavior fit the model of a tornadic 
supercell?
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Failures in Level 3 SA
NWS Example

• Supercell has previously produced a 
tornado, but radar features less significant
– Conclusion: storm is weakening
– Decision: warning allowed to expire
– Result: new warning issued with no

lead time when tornado redevelops

• Cyclic nature of tornadic supercells not 
well understood?
– Near storm environment: has storm moved to 

an area where weakening makes sense?

In this example, the radar features were assumed to mean that the storm 
was weakening and the warning was allowed to expire. The cyclic nature of 
tornadic supercells was not sufficiently understood, thus not projected. This 
level 3 failure resulted in a reactive tornado warning with little lead time. 
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Three Levels of SA
NWS Example

Level 1: Perception
Level 2: Comprehension
Level 3: Projection

MORNING SOUNDING AT XXXXXX SHOWING PRECIPITABLE WATER 
VALUE OF .70 INCH. THUS ATMOSPHERE IS ALREADY GETTING 
PRIMED FOR WHAT APPEARS TO BE A GOOD PRECIPITATION EVENT 
LATER TODAY AND TONIGHT AS CONVECTION COMMENCES. CAP 
ALOFT ON THE SOUNDING...BUT IT IS NOT EXTREME AND SHOULD BE 
BROKEN RATHER EASILY AS UPPER RIDGING GIVES WAY TO 
APPROACHING TROF WITH DECENT COOLING ALOFT. UPPER 
DYNAMICS AND LIFT ASSOCIATED WITH APPROACHING SURFACE 
FRONT SHOULD PROVIDE MORE THAN ADEQUATE ENERGY FOR THE 
MOISTURE TO WORK WITH. FORECAST SOUNDINGS DIFFERING ON 
SOME ASPECTS WITH REGARDS TO SEVERE WEATHER 
POTENTIAL...BUT ENUF TO WARRANT CONCERN FOR AT LEAST 
ISOLATED SEVERE. FLASH FLOODING DOES APPEAR TO BE THE BIG 
GAME IN TOWN THO...AND WILL THUS KEEP FLASH FLOOD WATCH UP 
FOR THIS EVENING AND TONIGHT.

As an exercise, take a look at this excerpt from a forecast discussion. 
Identify the different levels of SA represented in the phrases. Statements of 
perceived data represent level 1. Statements of the meaning of the data 
represent level 2, and statements projecting the consequences of that 
meaning represent level 3.  
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Three Levels of SA
NWS Example

Three Levels of SAThree Levels of SA
NWS ExampleNWS Example

Level 1: PerceptionLevel 1: Perception
Level 2: ComprehensionLevel 2: Comprehension
Level 3: ProjectionLevel 3: Projection

MORNING SOUNDING AT XXXXXX SHOWING PRECIPITABLE WATER 
VALUE OF .70 INCH. THUS ATMOSPHERE IS ALREADY GETTING 
PRIMED FOR WHAT APPEARS TO BE A GOOD PRECIPITATION EVENT 
LATER TODAY AND TONIGHT AS CONVECTION COMMENCES. CAP 
ALOFT ON THE SOUNDING...BUT IT IS NOT EXTREME AND SHOULD BE 
BROKEN RATHER EASILY AS UPPER RIDGING GIVES WAY TO 
APPROACHING TROF WITH DECENT COOLING ALOFT. UPPER 
DYNAMICS AND LIFT ASSOCIATED WITH APPROACHING SURFACE 
FRONT SHOULD PROVIDE MORE THAN ADEQUATE ENERGY FOR THE 
MOISTURE TO WORK WITH. FORECAST SOUNDINGS DIFFERING ON 
SOME ASPECTS WITH REGARDS TO SEVERE WEATHER 
POTENTIAL...BUT ENUF TO WARRANT CONCERN FOR AT LEAST 
ISOLATED SEVERE. FLASH FLOODING DOES APPEAR TO BE THE BIG 
GAME IN TOWN THO...AND WILL THUS KEEP FLASH FLOOD WATCH UP 
FOR THIS EVENING AND TONIGHT.
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Three Levels of SA
NWS Example

Level 1: Perception
Level 2: Comprehension
Level 3: Projection

THE EASTERN MOST STORM IN XXXX COUNTY SHOWING CHANGES 
WHICH MAY SIGNAL THE BEGINNING OF SURFACE BASED SEVERE 
STORMS.  THE HIGHEST REFLECTIVITIES WITH THIS ECHO DEVELOPED 
AT HIGHER ALTITUDE THAN IN THE EARLIER STORMS.  SINCE THIS 
CELL IS RAPIDLY MOVING ACROSS THE INSTABILITY GRADIENT INTO 
THE AXIS OF HIGHER CAPE VALUES...IT IS REASONABLE TO EXPECT A 
TREND TOWARD STRONGER CELLS.  WE EXPECT THE LOWER LCLS IN 
THE INSTABILITY AXIS TO RESULT IN LOWER CLOUD BASES AND A 
TENDENCY TOWARD STRONGER LOW LEVEL ROTATION GIVEN 
SUFFICIENT MID-LEVEL MESOCYCLONES. WILL MONITOR SRM AT 
MULTIPLE LEVELS IN EACH STORM TO DETECT ROTATION 
DEVELOPMENT. 

As an exercise, take a look at this excerpt from a regional weather 
discussion. Identify the different levels of SA represented in the phrases. 
Statements of perceived data represent level 1. Statements of the meaning 
of the data represent level 2, and statements projecting the consequences of 
that meaning represent level 3.  
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Three Levels of SA
NWS Example

Three Levels of SAThree Levels of SA
NWS ExampleNWS Example

Level 1: PerceptionLevel 1: Perception
Level 2: ComprehensionLevel 2: Comprehension
Level 3: ProjectionLevel 3: Projection

THE EASTERN MOST STORM IN XXXX COUNTY SHOWING CHANGES 
WHICH MAY SIGNAL THE BEGINNING OF SURFACE BASED SEVERE 
STORMS.  THE HIGHEST REFLECTIVITIES WITH THIS ECHO DEVELOPED 
AT HIGHER ALTITUDE THAN IN THE EARLIER STORMS.  SINCE THIS 
CELL IS RAPIDLY MOVING ACROSS THE INSTABILITY GRADIENT INTO 
THE AXIS OF HIGHER CAPE VALUES...IT IS REASONABLE TO EXPECT A 
TREND TOWARD STRONGER CELLS.  WE EXPECT THE LOWER LCLS IN 
THE INSTABILITY AXIS TO RESULT IN LOWER CLOUD BASES AND A 
TENDENCY TOWARD STRONGER LOW LEVEL ROTATION GIVEN 
SUFFICIENT MID-LEVEL MESOCYCLONES. WILL MONITOR SRM AT 
MULTIPLE LEVELS IN EACH STORM TO DETECT ROTATION 
DEVELOPMENT. 
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SA Summary

• SA is the ability to step out, construct and 
maintain the big picture

• Several controllable factors can impact your 
ability to have it and keep it

• Understanding how these factors will come 
together (or came together) can affect your 
ability to manage SA better in the future

In summary, SA is the ability to build and maintain the big picture, which 
supports your ability to make sound warning decisions. There are several 
controllable factors, such as workload, which can support your ability to have 
good SA. Developing the ability to have good SA in the warning environment 
in the future is dependent on understanding how these controllable factors 
some together.  
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“What we see depends mainly on what 
we look for.”

John Lubbock

John Lubbock reminds us that what we perceive is often limited to what we 
are looking for. 
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Situation Awareness and 
Decision Making in a Warning 

Environment
Advanced Warning Operations Course

IC Core 2
Lesson 2: Individual SA

Warning Decision Training Branch

This concludes Lesson 2: Individual SA. There are two remaining lessons for 
IC Core 2. 
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Questions?

1. Check with your AWOC facilitator (most 
often the SOO)

2. Send your question to 
iccore2@wdtb.noaa.gov

If you have questions about the material from IC Core 2, first check with your 
AWOC facilitator (most likely your SOO). If your AWOC facilitator cannot 
answer your question, please send an email to iccore2@wdtb.noaa.gov.
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Situation Awareness and 
Decision Making in a Warning 

Environment
Advanced Warning Operations Course

IC Core 2
Lesson 3: Team SA

Warning Decision Training Branch

Lesson 3 will focus on the Situation Awareness (SA) of teams. The “teams” 
in this lesson are not limited to the forecast office staff. For example, another 
team would be the entire group comprised by the forecast office, the media, 
and emergency managers, who are all part of the warning process.
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Lesson 3: Team SA

Learning Objective:
• Identify factors that can impact getting 

and maintaining team SA.

“When in danger, when in doubt, run in circles, 
scream and shout”

John Helpling

The Learning Objective for Lesson 3 applies to factors that affect getting and 
maintaining team SA. The Learning Objectives will be tested when you take 
the on-line exam for IC Core 2. 
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Lesson 3: Team SA

Performance Objectives
1. Using specific data examples, identify the 

three levels of SA and how they are 
contributing to your warning decisions,  
while working:

a) WES simulations, and
b) Warning events. 

2. As part of post-event analysis, determine 
the role that SA (good or bad) at the 
three levels played in the warning 
decisions that were made.  

The Performance Objectives for Lesson 3 apply during this course as well as 
after completion. Though they are not tested formally, questions related to 
these Performance Objectives will be posed during the course simulations. 
Developing SA in the “domain” of the warning environment is a skill that 
evolves over time and is an important asset in making sound warning 
decisions.
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Apollo 13 and Team SA

Yes!!

Hmm… Uh-oh
???

“Danger
Will Robinson!”

The Apollo 13 mission is an interesting example of a shift in team SA. This 
large team of controllers had to build their SA sufficiently to shift the goal 
from mission completion to getting the astronauts back alive. Imagine the 
reluctance to abandon the mission, but lengthy resistance would have 
caused delays that might have prevented the return of the astronauts. 
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Team SA
A Shared Understanding

Who’s in charge 
here? Who has the 

necessary 
information?

What are each of 
these people doing?

Did the right person 
hear that report?

This photo was taken at a forecast office during a significant warning event. 
The arrows depict all the potential interactions among team members. There 
are five people working in this one area and others working elsewhere. The 
potential for communications chaos is very high in this environment. 
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Are Team Decisions Inherently 
Better? 

• Nope
• Differing views can paralyze a team
• Teams may suffer from a collective error
• Communication of information among team 

members may be faulty
• Status differences may have an impact
• Cultural differences may play a role

Team SA has its own challenges. Team decisions are not necessarily better. 
There are a number of things that can derail team SA, such as inability to 
resolve conflicts, poor communication, status and cultural differences. 
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Team SA Definition

• Team SA is the result of each individual’s SA
• If one individual loses SA, it can affect that of 

the group

“40% of reported incidents in the ASRS 
data base occurred when only one crew 

member had a problem with SA.”

“The active construction of a situation partly shared 
and partly distributed between two or more agents, 
from which one can anticipate important states in the 
near future.” Salas et al 1995

http://asrs.arc.nasa.gov

The definition of team SA addresses the construction of SA for each 
individual, with information shared among team members, building team SA. 
The quote from ASRS shows that the impact is significant when only one 
member of a team loses their SA. ASRS is the Aviation Safety Reporting 
System, a web site provided by NASA where pilots and crew members can 
report incidents anonymously. This database is also used by human factors 
researchers. 
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Team SA

What I 
know

What you 
know

What she 
knows

What he 
knows

What  the team 
knows

The subset of information that all team members knows can be quite small. 
This is appropriate provided it is the right subset of information. Each team 
member will likely have a vast amount of individual knowledge, but only a 
portion of it needs to be shared. 



9

Team SA
Distributed Teams

What I 
know

What you 
know

What she 
knows

What he 
knows

WFO Morristown

Public

What we all know

What I 
know

What you 
know

What she 
knows

What he 
knows

WFO Nashville

What I 
know

What you 
know

What she 
knows

What he 
knows

HAM/Spotters

What I 
know

What you 
know

What she 
knows

What he 
knows

Emergency Managers

The warning process involves many teams, both internal and external to the 
NWS office. In addition to the NWS offices, HAMs/spotters, Emergency 
Managers, and the media are all members of the distributed team involved in 
the warning process. The better the communications among these groups, 
as well as a clear understanding of roles and responsibilities, the better the 
chance for good decision making and public service during severe weather 
events. 
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Distributed Teams – SA Shift
NWS Example

• PDS Tornado watch; spotters focused on looking 
for rotation/tornadoes

• Radar shows intense supercells, though not 
tornadic; SVR warnings, no TORs

• One spotter reports “debris” at distance (large area 
of hail)

• NWS through amateur radio; not seeing tornado 
potential on radar

• Spotter shift SA and hail
reports increase

In this example, the fact that a PDS Tornado Watch had been issued had 
shifted the SA of the spotters toward rotation and tornadoes. Radar was 
indicating intense supercells, but rotation features were minimal. No tornado 
warnings were issued, only severe thunderstorm. The forecast office was 
expecting hail reports and not getting them until a spotter reported “debris” at 
a distance. The NWS used amateur radio to communicate to the spotters 
that the tornado potential was low at that time and that hail seemed to be the 
threat. Not long after, hail reports began coming in as the spotters shifted 
their SA.  
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What we all know

“What We All Know”
The Use of Situation Displays

Mission Control-Houston

Situation Awareness 
Display, WFO OUN

“Project Atlanta” – SA for EM’s

SA displays have been used in other domains for many years and new 
technologies support more robust designs. Mission Control in Houston may 
be the best known example of a large SA display. Emergency Managers in 
Atlanta have an experimental SA display. Some forecast offices, including 
Fort Worth and Norman, have been developing SA displays to support 
warning operations. 
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Attaining and Maintaining 
Team SA

• Leadership
– Roles and responsibilities are well defined and 

understood
– Promote familiarity among staff, supporting 

verbal and nonverbal communication
– Minimize “face threat” 

– The penalty for calling attention to 
a person’s error

– The higher the face threat, the
less likely an error or an 
omission will be communicated

Leadership can strongly affect team SA and performance…favorably or 
unfavorably! Leadership is most important in creating an environment where 
roles and responsibilities are well defined and understood. Leadership sets 
the tone for communications among staff members. Good leadership can 
also minimize “face threat”, which is a sometimes dangerous hindrance to 
communication. At all times, the most junior member of the staff should feel 
comfortable pointing out potential errors to the most senior member of the 
staff. If not, there’s a chance that critical information may not be 
communicated. 
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Attaining and Maintaining 
Team SA

• Leadership and Face Threat
– In aviation, face threat often cited in failures of first 

officers in monitoring/challenging the captain’s decisions

Hi - I’m Col.  
Potter.  I’ve had 25 

years of flying 
experience and 
we’re gonna fly 

right through there.

Hi - I’m Capt 
Pierce.  This is 
my first day in 

the co-pilot seat.  
And uh...ok.

“Face Threat” inhibits communication, sometimes tragically. Self-awareness 
on the part of senior person is just as important as assertiveness on the part 
of the journeyman. Good leadership provides an environment where
communication between superiors and subordinates flows freely.  
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Face Threat: Potential Impact 
on Warning Operations

• New intern (Bob) answering phones; most senior 
forecaster (Jim) issuing warnings 

• Jim’s tone of voice and body language conveys “do 
not interrupt”; Bob overhears Jim minimizing 
tornado potential in a strengthening storm 

• Bob gets a funnel report from that same storm; 
assumes the report is bad and doesn’t share it

• Funnel report turns out to be crucial unshared 
information that would likely have tipped the 
scales in favor of a warning

This example involves an unfortunate lack of communication between a new 
intern “Bob” and a senior forecaster “Jim”. Bob overhears Jim discussing a 
storm with colleagues and minimizing that storm’s tornado potential. Bob is 
also getting the message that Jim is very busy and does not want to be 
interrupted. When Bob gets a call with a funnel report on the same storm, he 
assumes Jim knows all and that the report is bad. Bob does not relay the 
report, which turns out to be a crucial cue.     
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Attaining and Maintaining 
Team SA

• Communications
– Roles and responsibilities are well defined and 

understood
– Seek clarity in order to avoid assumptions 
– Focus on relevant content, minimize “distractor” 

information
– A coop observer is reporting steady but light rain outside 

of the threat area. Though duly noted, does this need to 
be passed to the warning forecaster?

Even in the absence of face threat, communications can suffer. Once again, 
roles and responsibilities need to be well defined and understood by all. 
Assumptions need to be avoided, so ask questions as needed for clarity. Do 
not share irrelevant information, which will vary from event to event. In this 
case, the warning forecaster doesn’t need to know about reports of light rain 
outside the threat area. 
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Lesson in Communications
From an Experienced Pilot…

• Family vacation…I turn my attention to my wife and 
the map in her lap...My youngest son makes the call: 
“Daddy, the trees!” We’re off the road, trees at our 12 
o’clock…I spin the wheel to the left…we’re back on 
the road. I’m a very humble man.

• Lesson 1: Each of us, regardless of time, experience, 
qualification, rank or position, can still do stupid 
things. Be humble.

• Lesson 2: A “fledgling” member of my crew makes 
the call. Listen to everyone. Look beyond age, 
experience, rank and qualifications.

J.S.T. Ragman

This example is a personal story from an experienced commercial pilot, Air 
Force Reserve Guard unit commander, and trainer. His message is to 
always be on guard for error and to always listen to everyone on your crew. 
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Forecast Office Internal 
Communications

• Gaps 
– Report of previous tornado with storm sent to 

WFO, but not passed to warning forecaster
– Call from EM…told storm was expected to 

weaken; call was not logged or discussed with 
others…storm intensified

• Connections
– Warning coordinator, teams of warning 

forecasters, roles and responsibilities for each 
individual well defined and understood 

Here are examples of internal communications within a forecast office, both 
good and bad. The gaps are examples of crucial pieces of information that 
were not passed to the right person…the warning forecaster needs to know 
in real time if a particular storm has previously produced a tornado. Another 
gap is one staff member telling an EM that a storm is expected to weaken 
and not sharing this conversation with the warning forecaster who was 
working that storm. An example of good connections is the presence of a 
warning coordinator and all staff members having clearly defined roles and 
responsibilities.
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Forecast Office External 
Communications

• Gaps
– Not enough staff to handle workload…SVSs and LSRs not 

issued, which support media and EMs 
– EM told storm expected to weaken, though it 

intensified; EM not contacted before warning
issued for his county

• Connections
– Radio system that supports direct communications 

between WFO and EMs. 
– Instant messaging to media for warnings soon to be issued; 

use of strong language in warnings for large tornadoes

Here are examples of external communications, both good and bad,
between the forecast office and the media and emergency managers (EMs). 
One of the gaps results from not having adequate staff for the event, 
resulting in no SVSs or LSRs being issued. These products provide a 
valuable service to the media and EMs, and hampered the performance of 
these external partners. In another case, an EM talked to a staff member 
and was told that a storm is expected to weaken. When the storm intensified 
and a warning was issued for that county, the EM was not notified in 
advance. The two examples of good external communications involve some 
type of system, radio or instant messaging, that allows for a direct 
connection between the NWS and the external partners. Also noted is the 
use of strong language in warnings to convey a particularly high threat. 
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Attaining and Maintaining 
Team SA

• Preparation, Planning
– Roles and responsibilities are 

well defined, understood and practiced
– “predefined severe weather shift duties…allowed the 

staff to focus on specific duties with knowledge that all 
necessary tasks were being completed…minimized 
duplication of effort and maximized warning and 
communications performance.”

– Prepare yourself, be aware of yourself and 
others, have a plan

Pre-planning can make a significant difference during warning operations. 
Successful office performance often results from well defined responsibilities 
for each individual, as well as a coordinator to oversee workload and to deal 
with the inevitable surprises. The quote is from a service assessment of a 
widespread but successful event. Each staff member was better able to 
focus on their particular duties because they knew that all necessary 
operations were accounted for.  
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Attaining and Maintaining 
Team SA

• Adaptability
– If the plan isn’t working, change the plan!
– Strive for a pro-active mode, instead of reactive
– Avoid “flying behind the plane”

Apollo 13

Flight Plan
“In preparing for battle I have 
always found that plans are 

useless, but planning is 
indispensable.”

Dwight Eisenhower

There is no single “plan” for severe weather operations. Since the warning 
environment is so dynamic, adaptability is essential. It may be necessary to 
call in more staff, adjust warning sectors, and adjust roles and
responsibilities, as needed. Adaptability allows for a more proactive 
approach to warning operations, instead of reactive. In aviation, working in a 
reactive mode is called “flying behind the plane”.
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SA and “Warning Coordinator”
Maintain the Overall Big Picture
• Maintains “event level” SA (internal and external to 

office)
– Oversees end-to-end office operations
– Not a “catch all” person for unassigned tasks

• Monitors staffing and workload
• Doesn’t know details such as storm scale structures
• Gages the office’s message

to the customer
– Flow of products
– Wording of products

• Ensure actions are documented 

As presented in Lesson 2, Individual SA, the warning coordinator has to 
maintain his or her own SA, which is “event level”. The warning coordinator 
does not know details such as storm scale structures, which is the focus of 
the warning forecaster’s individual SA. The warning coordinator manages 
team SA by monitoring staffing and workload, as well as monitoring the 
office’s overall message to the customer. 
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SA Summary

• Team SA requires all to maintain individual 
SA and contribute to group SA

• Several controllable factors can impact the 
team’s ability to have it and keep it
– Workload
– Clearly defined roles and responsibilities

• Understanding how these factors will come 
together (or came together) can affect your 
team’s ability to manage SA better in the 
future

In summary, team SA requires team members to maintain their individual SA 
and contribute to the group SA. There are several controllable factors, such 
as workload and clearly defined roles and responsibilities, which can support 
good team SA. Understanding how these factors contribute to team SA will 
support the development of better team SA in the future. 
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“It will not do to leave a live dragon out of 
your plans if you live near one.”

J.R.R. Tolkien

A final word from J.R.R. Tolkien. Since we have a live dragon living nearby, 
it’s best to plan for it!
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Situation Awareness and 
Decision Making in a Warning 

Environment
Advanced Warning Operations Course

IC Core 2
Lesson 3: Team SA

Warning Decision Training Branch

This concludes Lesson 3: Individual SA. There is one remaining lesson for 
IC Core 2. 
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Questions?

1. Check with your AWOC facilitator (most 
often the SOO)

2. Send your question to 
iccore2@wdtb.noaa.gov

If you have questions about the material from IC Core 2, first check with your 
AWOC facilitator (most likely your SOO). If your AWOC facilitator cannot 
answer your question, please send an email to iccore2@wdtb.noaa.gov.
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Situation Awareness and 
Decision Making in a Warning 

Environment
Advanced Warning Operations Course

IC Core 2
Lesson 4: SA Demons: The Enemies of 

Situation Awareness
Warning Decision Training Branch

Lesson 4 will focus on the SA Demons, which are the enemies of SA. These 
are elements in the warning environment that can give these demons more 
or less impact, depending on system design. “System design” is not limited 
to hardware and software, but human interactions as well.   
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Lesson 4: SA Demons: The 
Enemies of SA

Learning Objective
• Identify the SA demons and how they 

can inhibit SA.

“Wise men learn many things from their enemies.”
Aristophanes

The Learning Objective for Lesson 4 applies to the SA demons, identifying 
them as well as how they can inhibit SA. The Learning Objectives will be 
tested when you take the on-line exam for IC Core 2.  
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Lesson 4: SA Demons: The 
Enemies of SA

Performance Objective
1. As part of post-event analysis, determine 

the role that SA (good or bad) at the three 
levels played in the warning decisions that 
were made.  

The Performance Objective for Lesson 4 applies to post event analysis 
during this course as well as after completion. Though they are not tested 
formally, understanding SA demons and their impact as part of post event 
analysis will improve your ability to build and maintain good SA in future 
events. 
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SA Demons Overview

• Attaining and maintaining good SA is a 
function of 
– Human performance and processing
– The complex “domain” of the forecast office 

during a warning event
• SA Demons are factors that inhibit SA 

Summarizing the previous lessons of IC Core 2, getting and maintaining 
good SA is dependent on how humans perform in the complex domain of the 
warning environment. SA Demons are elements to look for in this 
environment that inhibit SA. 
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SA Demons Overview
• Attentional Tunneling
• Requisite Memory Trap
• Workload, Anxiety, Fatigue, and Other Stressors 

(WAFOS)
• Data Overload
• Misplaced Salience
• Complexity Creep
• Errant Mental Models
• Out-of-the-Loop Syndrome

“Designing for Situation Awareness”  Endsley, Bolte, and Jones

There are eight different SA demons, each of which will be defined and 
examples provided. The concept of SA demons comes from a new book by 
Mica Endsley, “Designing for Situation Awareness”. 
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SA Demons: Attentional
Tunneling

• Good SA dependent on 
switching attention 
among multiple data 
streams

• Locking in on certain 
data sources and 
excluding others is 
attentional tunneling

In most domains, good SA requires regularly switching your attention among 
multiple data streams. In highly dynamic domains like warning operations, 
the number of data sources is very high and their relative importance 
changes. Attentional tunneling is becoming overly fixed on certain data 
sources to the exclusion of others. A sometimes tragic example from 
everyday life is making calls on a cell phone while driving. Loosing your SA 
on the driving task for even a few moments can sometimes have terrible 
consequences. 
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Attentional Tunneling
NWS Example

• Today’s expectations: thunderstorm chances 
diminishing

• Warning forecaster busy working equipment 
problems
– Doesn’t notice the BWER in a strong 

thunderstorm 
– Unwarned tornado 

• Attentional tunneling on the equipment 
caused loss of SA on developing convection

In this example, the day’s expectations were for a low probability of 
thunderstorms. Thunderstorms did develop in the midst of some equipment 
problems. The warning forecaster was part of the group working the 
problem. Since his attention was tunneled toward the equipment, he missed 
a BWER in a particularly strong thunderstorm. The storm did produce a 
damaging tornado. 



8

SA Demons: Requisite 
Memory Trap

• Working memory processes 
and holds chunks of data to 
support SA (level 2)

• Working memory is a limited 
resource, no matter how 
highly developed!

• Systems that rely on robust 
memory do not support the 
user
– “Systems” can be technology 

or human interactions 
(organizational structures) 

Working or short term memory is the part of our cognitive load that “caches” 
chunks of data. Good SA (level 2) is dependent on holding sufficient data 
chunks to apply a conceptual model. Research has shown that working 
memory can be better developed, but is still a limited resource. Technology 
that is designed in a way that requires significant memory just for operating 
the system is eroding working memory. 
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SA Demons: Requisite 
Memory Trap

• Do you remember what all these buttons do?

Systems that require “getting out the manual” for operations beyond the 
baseline are common in everyday life. Most microwave ovens have a myriad 
of features that aren’t used because the design requires too much memory. 
With the WSR-88D, there are many tasks that will optimize radar 
performance, but are difficult to do during warning operations. 
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SA Demons: Requisite 
Memory Trap

• Event anticipation and preparation can 
partially mitigate this demon
– Radar optimization

– RPS list adjustments
– Algorithm parameter changes (e.g. Z-R relationship)

– AWIPS configuration
– Adjust/create procedures

Anticipation of events and setting parameters before the event begins can 
partially mitigate this demon. This is particularly important for tasks that 
require too much memory to be done on the fly. Examples include 
adjustments to AWIPS procedures, RPS lists, and radar algorithm parameter 
changes. 
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SA Demons: Workload, Anxiety, 
Fatigue, and Other Stressors

• Stress and anxiety are likely issues in the 
warning environment
– Lives are at stake (sometimes office 

staff and/or family members)
– Shift work and chaotic environment
– Humans often misjudge their own 

ability to cope 

• WAFOS taxes attention and working 
memory

Workload, Anxiety, Fatigue, and Other Stressors (WAFOS) are human 
conditions common to dynamic domains. WAFOS is likely to be a significant 
issue in warning operations and should be monitored and adjusted as best 
possible. Humans often assume that they can “keep on going” despite 
stressful circumstances. The warning coordinator can often identify someone 
who needs a break well before the individual would know. 
For example, during a historic tornado event, one of the warning forecasters, 
“Joe”, was working a supercell with a large tornado that passed through his 
neighborhood. Phone communications were down and Joe could not reach 
his family. Joe did not ask if he could leave to check on his family…the 
warning coordinator told him to go. It took awhile for Joe to find out, but his 
family survived despite significant structural damage. 
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SA Demons: Workload, Anxiety, 
Fatigue, and Other Stressors

• WAFOS worsened by 
– Ambiguous roles and responsibilities
– Poor communications among team members
– Face Threat

There are non-meteorological factors that affect WAFOS as well, taxing 
attention and working memory. Ambiguous roles and responsibilities and 
poor communication among team members will worsen the “distraction” that 
WAFOS provides. Face threat is a particularly damaging hindrance to team 
communication, and all staff must be aware of the potential for face threat to 
get in the way. 
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WAFOS
NWS Example

• Severe thunderstorm watch with moderate risk
• Poor understanding of conceptual models
• Storm interrogation procedures not in place
• Lack of warning coordinator

– Roles and responsibilities ambiguous 
– Coordination and communication (internal and 

external) compromised
• Wording of products did not completely convey 

the threat

This example resulted in significant hail and wind damage in some unwarned 
counties. A number of factors came together to raise the WAFOS to the 
point of hindering storm recognition, internal and external communications 
and conveying the severity of the threat. 
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SA Demons: Data Overload
• More data available than can

be processed by the human 
“bandwidth”

• Data flow and presentation often not designed to 
accommodate human bandwidth
– Jumbled and disorganized data flows through the 

pipeline slowly 
– Streams of text move more slowly through the pipeline 

than the same information displayed graphically 

Data Overload is a frequently cited problem in our culture. In warning 
operations, it can significantly inhibit good SA. Humans have a limited 
bandwidth, yet systems (technology and communications) are often not 
designed to accommodate this limitation. 
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More Information is Not 
Always Better

Theoretical limit of accuracy

Actual accuracy

Ac
cu

ra
cy

Amount of Information

Relationship between amount of
information and accuracy of forecasts

From Stewart

This graphic is from a presentation made at the WDM II workshops, 
“Forecasting and Decision Making Under Uncertainty”, by Dr. Tom Stewart. 
The theoretical relationship between the amount of information and the 
accuracy of forecasts shows that accuracy increases with increasing 
information. However, the actual accuracy decreases with increasing 
amounts of information. There is a point of diminishing return where humans 
can only process so much information. This problem is complicated by 
technological systems that are not designed to accommodate human
processing limitations.  
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SA Demons: Data OverloadSA Demons: Data OverloadSA Demons: Data Overload

•• Example of mitigating this demon: Monitor Example of mitigating this demon: Monitor 
warning status graphically vs. text warning status graphically vs. text 

One example of mitigating this demon is using graphical vs. text displays for 
some types of information. Part of this situation display is a pane that 
displays the status of warnings currently in effect, including the numbers of 
minutes before they expire. 
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SA Demons: Misplaced 
Salience

• Salience is the “compellingness” of a piece of 
data, often dependent on how it is presented
– Beeps, buzzers, and flashing red boxes!

• Data given greater salience because it isn’t there
– Lack of information (we humans tend to think) means the 

phenomena doesn’t exist
– May be “missing” due to sampling limitations

You are probably all too familiar with red boxes and banners and the 
associated audio alarms. It is often left to the operator to investigate and 
determine which of these alarms is actually relevant. Misplaced salience with 
these alarms is a typical example. 
A more subtle example is misplaced salience on the lack of information. We 
humans tend to assume that the absence of information means that the 
phenomena doesn’t exist. For example, a lack of spotter reports from a 
storm is often interpreted to mean that the storm isn’t producing hail or 
strong winds. 
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Misplaced Salience
NWS Example

• Supercell had previously produced a tornado  
• Desire to improve office performance metrics 
• Looking for surface boundaries to enhance 

tornadic potential, but not seen in data
• Strong meso on radar, but no information below 

radar horizon: spotter reports “missing”

• Radar signatures and storm history given low 
salience 

In this example, there was a supercell that had previously produced a 
tornado. The office staff wanted to improve their warning statistics, and were 
looking hard for clues from the environmental data. Surface boundaries were 
not seen in the data and assumed not to be there, reducing the tornadic
potential. Though the radar showed a strong mesocyclone, spotter reports 
were not available, interpreted to mean that the storm was not tornadic. In 
both cases, the lack of data was interpreted to mean that the phenomena 
was not there. The radar signatures and storm history were given too little 
salience, and the storm produced an unwarned tornado.
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SA Demons: Complexity 
Creep

• Slows down perception of information (level 1)
• Primarily undermines understanding  (level 2) and 

projection (level 3)
• Additional training is often proposed as the solution 

to this problem 

Complexity creep is a long term problem with many science and technology 
driven organizations and has an impact on all three levels of SA. Training is 
typically cited as the solution to this problem. The real solution is careful 
consideration to the type of complexity that is being added to the domain, 
and how it is designed.   
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SA Demons: Complexity Creep

• A common trend in technology-based organizations

Complexity creep is a common trend in technology-based organizations.
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SA Demons: Errant Mental 
Models

• Incomplete understanding of conceptual model 
hinders comprehension (level 2 SA) and projection 
(level 3 SA)

• Wrong mental model may result in incorrect 
interpretation of data
– Prevents or slows shift in SA 

• “People tend to explain away conflicting cues to fit 
the mental model they have selected” (Endsley)
– “tornadoes don’t happen here”

Errant mental models can have an impact in different ways. Though the 
appropriate conceptual model may have been anticipated, an incomplete 
understanding of that model may hinder comprehension and projection (level 
2 and 3 SA). If the wrong model is anticipated, the data may be incorrectly 
interpreted. Humans have a tendency to explain away cues in the data that 
conflict with the mental model that they have selected. An extreme example 
is an underlying assumption that “tornadoes don’t happen here”. 
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Errant Mental Models
NWS Example

• Marginally severe storms expected, with small hail 
and strong winds reported

• No hail reported, but high radar rainfall estimates 
assumed to be hail contaminated
– Storms missing gages; did not seek other ground truth

• Storms over area of new urban development
– Detention ponds and other design elements assumed to 

be sufficient for runoff

• Result: flash flooding
in small basin areas

In this example, the primary threat expected is small hail and strong winds. 
No hail is reported, but high radar rainfall estimates are assumed to be hail 
contaminated. There’s not much gage data, but no-one sought additional 
ground truth. The storms were over an area of new urban development and 
detention ponds were expected to be sufficient for runoff. Perhaps this new 
development has not been accounted for by all in the warning process (e.g. 
FFG may be too high). The mental model of hail and winds was used to 
explain away the potentially important cues of high radar rainfall estimates 
over areas of new urban development. 
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SA Demons: Out-of-the-Loop 
Syndrome

• Automated systems that don’t involve
the human until there is a problem

• Assumption is automating routine tasks
will minimize “human error”

• In the not too distant future….
– Imagine automation issuing all routine forecasts
– You are a passive observer until the weather becomes 

severe
– The skills needed for “routine” operations are essential 

for significant events!

In many domains, much of the “routine” work that humans do forms the 
foundation of their skills. A misguided attempt to minimize human error has 
sometimes resulted in automating as much as possible of the routine tasks, 
leaving the human to intervene only when there is a problem. This approach 
can result in a loss of the skills that are built and maintained by doing the 
routine tasks.  
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Shady Grove Metro Stop
January 5th, 1996

This train should be here.

This train should not.

“AT NO TIME WILL TRAINS BE PERMITTED TO OPERATE 
IN A MANUAL MODE…except in an emergency situation.”
WMATA Notice to all OCC Personnel

Under the assumption that letting the computers run the trains would 
minimize wear on parts, train operators were not allowed to run the trains 
manually, unless there was an emergency. This policy impairs an operator’s 
ability to assess a problem, react quickly, and be sufficiently skilled to react 
effectively. Automation resulted in a train traveling too fast for the snowy 
conditions. The operator was unable to react quickly enough to avoid this 
accident, which unfortunately killed him. 
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“Wise men learn many things from their 
enemies.”

Aristophanes

Aristophanes says it best…
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Situation Awareness and 
Decision Making in a Warning 

Environment
Summary Considerations

The next several slides will summarize a number of considerations from IC 
Core 2: Situation Awareness and Decision Making in a Warning 
Environment. 
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Considerations for Improving 
SA in Your Office

• How well are conceptual models understood?
– Tornadic supercells?, Bow echoes?, Storms with 

high rainfall efficiency?
– Are the case-by-case variations within a given 

conceptual model appreciated?
– It’s not always “classic” 

• Can this understanding be applied in real 
time?
– Use of radar base data
– Environmental characteristics
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Considerations for Improving 
SA in Your Office

• How proficient is the staff with AWIPS?
– Are procedures available for proper 3D storm 

interrogation?
– Are other radars queried often?

• Is there an effective configuration of AWIPS 
in place?

• How proficient is the staff with RPG changes 
(PRFs, VCPs, etc.)?
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Considerations for Improving 
SA in Your Office

• What are the staffing practices during severe 
weather?
– Do you sectorize? Use a coordinator? How is 

workload monitored?
• What is your organizational environment like? 

– Does the information flow of the office support 
good SA?

– Access to all data sets (spotters, etc.)
– How good is teamwork and communication?
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Considerations for Improving 
SA in Your Office

• How long have you and others worked there 
and with each other?

• Are roles and responsibilities clearly defined 
and understood by all?

• How is the working relationship with partners 
(other WFOs, spotters, EMs, etc.)?
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Questions?

1. Check with your AWOC facilitator (most 
often the SOO)

2. Send your question to 
iccore2@wdtb.noaa.gov

If you have questions about the material from IC Core 2, first check with your 
AWOC facilitator (most likely your SOO). If your AWOC facilitator cannot 
answer your question, please send an email to iccore2@wdtb.noaa.gov.
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